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Motivation

As datasets increase in size, we reduce query latency and visualization rendering time through the use of sampling. However, sampling
often does not consider the user’s intent.

We examine users’ performance on various low-level tasks with sampled visualizations.

Sampling Methods

Original Blue Noise MaxMin Outlier-Biased Density Random Visualization-Aware

We consider five sampling methods: two diverse (blue noise, maxmin), two probabilistic (outlier, random) and one visualization-aware
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Pollution eriment 1 (Subjective Feature Capture)

For each sampling method, we asked participants to select
the smallest sample size that captures important subjective
features of five datasets.

Experiment 1 Results
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For datasets visualized as scatter plots, MaxMin captured these
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What percentage of the data do you think is anomalous? (Answer: Less than 1%2) What is the hlghest amount of credit card fraud of any fraud occurence? (Answer: 28,948.9)
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all other tasks, a lower value indicates better performance. How many fraud organlzat|ons (clusters) are represented? (Answer: 10) Which “# oflnstalls has a mean score > 4 stars? (Answers: 5M, 10M, 50M, 100M, 1B, 5B, 10B)
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extremuny’, ‘fi|te|-” and ‘order’ task)_ What is the average CO Air Quality Index in the entire U.S. and Mexico? (Answer: 5.997) For cities W|th <05m people what is the range of fraud amount? (Answer: 6,969-23,631)
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However, for some tasks, perceptual similarity to original | » - | "
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What shape of dlstnbut|on does the histogram most resemble? (Answer: Skew Left) What is the average score for apps and games that are installed 50K times? (Answer: 2.06)
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