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We consider five sampling methods: two diverse (blue noise, maxmin), two probabilistic (outlier, random) and one visualization-aware
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Apps and Games Credit Card Fraud Hidden (Opaque) Hidden (Transparent) MNIST Pollution Experiment 1 (Subjective Feature Capture)

For each sampling method, we asked participants to select 
the smallest sample size that captures important subjective
features of five datasets.

Experiment 1 Results

For datasets visualized as scatter plots, MaxMin captured these
features at much smaller sample sizes than other sampling
methods. 

For datasets visualized using bar charts, all sampling methods
required relatively large sample sizes.

Find Correlation

What is the correlation between city population and credit card fraud amount? (Answer: 0.73)

Find Clusters

How many fraud organizations (clusters) are represented? (Answer: 10)

Compute Derived Value

What is the average CO Air Quality Index in the entire U.S. and Mexico? (Answer: 5.997)

What shape of distribution does the histogram most resemble? (Answer: Skew Left)

Characterize Distribution

What percentage of the data do you think is anomalous? (Answer: Less than 1%)

Find Anomalies

Order

Rank the states in descending order of average CO AQI. (Answer: DC, AZ, CO, SD, ND, WY)

Filter

Which “# of installs” has a mean score > 4 stars? (Answers: 5M, 10M, 50M, 100M, 1B, 5B, 10B)

Find Extremum

What is the highest amount of credit card fraud of any fraud occurence? (Answer: 28,948.9)

Determine Range

For cities with < 0.5m people, what is the range of fraud amount? (Answer: 6,969-23,631)

Retrieve Value

What is the average score for apps and games that are installed 50K times? (Answer: 2.06)
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Motivation
As datasets increase in size, we reduce query latency and visualization rendering time through the use of sampling. However, sampling
often does not consider the user’s intent. 
We examine users’ performance on various low-level tasks with sampled visualizations.
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Experiment 2 (Task Performance)

Participants completed ten low-level tasks with sampled
visualizations. Each task is depicted with the corresponding
dataset used for that task.

A subset of participants (control) completed the tasks using
the original dataset. A vertical line (and grey-shaded region) is
used to indicate the mean and standard deviation of the
error/percentage.

For the find anomalies, characterize distribution, filter, and
order tasks, a higher value indicates better performance. For
all other tasks, a lower value indicates better performance.

Experiment 2 Results

For most tasks, participant performance using visualizations
sampled by maxmin and visualization-aware sampling was
similar to the control (excluding retrieve value for both
methods, and find clusters, compute derived value, and
determine range for visualization-aware).

Performance similar to the control indicates that the sampling
method is perceptually similar to the original dataset’s
visualization. This is beneficial when the original visualization is
likely to produce accurate responses (e.g., maxmin and
visualization-aware sampling perform well for the ‘find
extremum’, ‘filter’, and ‘order’ task).

However, for some tasks, perceptual similarity to original
dataset causes participants to perform poorly (e.g., maxmin
and visualization-aware perform poorly for the ‘find
correlation’ task).
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