
Abstract
The rise of heterogeneous resources in modern HPC systems has driven 
the scientific community beyond the exascale threshold. However, relying 
on GPUs for simulations often leaves CPUs underutilized. In situ 
techniques reduce data movement by operating in-memory but still involve 
blocking operations. We propose copying GPU-based timestep data to 
host memory, allowing CPUs to concurrently handle visualization and 
analysis, thus enabling simulations to continue without interruption.

Visuals on the House: Optimizing HPC Workflows 
with No-Cost CPU Visualization

Implementation
• Inline Visualization and Analysis (GPU Blocking)

• Concurrent Visualization and Analysis (sim on the GPU, vis on the CPU)

Slices of potential temperature in the GABLS case, highlighting the stratification of 
the Atmospheric Boundary Layer
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The GABLS case (MFEV/SMG model) simulated with NekRS, showcasing the 
turbulence fine structures in the X-Z plane at y = 100 m.

Use Case
The GABLS1 benchmark simulates an atmospheric boundary layer (ABL) 
driven by a uniform geostrophic wind and a prescribed surface, and is 
used for weather forecasts, climate models, and our understanding of 
atmospheric phenomena.

Next Steps
• Preliminary results are promising

• Run at scale on ALCF and JSC resources: 70 (280 GPUs), 
140 (560 GPUs), 280 (1120 GPUs) nodes planned.
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