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ABSTRACT

Recently, large language models (LLMs) have shown great promise
in translating natural language (NL) queries into visualizations, but
their “black-box” nature often limits explainability and debuggabil-
ity. In response, we present a comprehensive text prompt that, given
a tabular dataset and an NL query about the dataset, generates an
analytic specification including (detected) data attributes, (inferred)
analytic tasks, and (recommended) visualizations. This specifica-
tion captures key aspects of the query translation process, afford-
ing both explainability and debuggability. For instance, it provides
mappings from the detected entities to the corresponding phrases
in the input query, as well as the specific visual design principles
that determined the visualization recommendations. Moreover, un-
like prior LLM-based approaches, our prompt supports conversa-
tional interaction and ambiguity detection capabilities. In this pa-
per, we detail the iterative process of curating our prompt, present
a preliminary performance evaluation using GPT-4, and discuss the
strengths and limitations of LLMs at various stages of query transla-
tion. The prompt is open-source and integrated into NL4DV, a pop-
ular Python-based natural language toolkit for visualization, which
can be accessed at https://nl4dv.github.io.

Index Terms: Large language models; Natural language inter-
faces; Visualization; Prompt engineering;

1 INTRODUCTION AND BACKGROUND

Data visualization is an important component of data-driven sto-
rytelling [17]. However, existing tools for creating visualizations
often require specialized knowledge, either through programming
or using a graphical user interface (GUI), which limits authoring,
customization, and analysis capabilities to experts.

One way to overcome this limitation and increase user ac-
cess is by using natural language (NL) to create visualizations.
Cox et al. [7] first introduced the concept of creating visualiza-
tions from structured NL commands (NL2VIS). Since then, many
natural language interfaces (NLIs) and toolkits for visualization
have emerged that use keyword-based or semantic parsing-based
approaches to interpret queries [11, 43, 29, 26, 16, 36, 35, 37, 39].
NL4DV [29, 26] is one such toolkit that utilizes a rules-based ap-
proach, employing dependency parsers like CoreNLP [24] to pro-
vide an analytic specification that includes detected attributes, in-
ferred tasks, and visualization recommendations from an NL query
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and dataset. However, approaches like NL4DV require developers
to create complex rules, which can limit the range and flexibility
of input NL queries. Advancements in natural language processing
(NLP) and deep learning have further improved NL2VIS systems,
which utilize transformers to interpret queries [21, 20].

More recently, large language models (LLMs) like GPT-4 [33],
Claude [3], and Gemini [12] have been shown to effectively an-
alyze and extract meaningful information, key concepts, relation-
ships, and trends from unstructured textual data [25]. These ca-
pabilities have since been utilized for creative writing [13], code
generation [5, 15], dataset curation [18], and visualization cre-
ation [6, 34, 9, 41]. One notable LLM-based visualization sys-
tem, chartGPT [41], has outperformed a parsing-based system
(NL4DV [29]) and a deep-learning based system (ncNet [21]). In
spite of their superior performance, LLM-based systems have cer-
tain documented limitations, such as providing insufficient expla-
nations for the system’s generated output [8] and being inconsistent
in generating visualizations [23]. These unexplainable, uncertain
systems impact transparency and trust, making it difficult for users
to find and fix errors. In the NL to SQL domain, several explain-
able systems have already helped users identify and fix errors in the
generated SQL queries [30, 10, 27], motivating this work for more
explainable NL2VIS scenarios.

In this work, we present a new LLM-based text prompt (NL4DV-
LLM) that, like NL4DV [29, 26], returns an analytic specification
containing data attributes, analytic tasks, and relevant visualiza-
tions. This specification, presented as a structured JSON object
(preferred by developers) or a step-by-step natural language expla-
nation (preferred by users), affords explainability and debuggabil-
ity by documenting key aspects of the query translation process.
For example, it provides the mappings between the detected enti-
ties and the corresponding phrases in the input query as well as the
specific visual design principles that determined the visualization
recommendation. Furthermore, this prompt offers conversational
interaction and ambiguity detection functionalities which are cur-
rently unsupported in other LLM-based NL2VIS systems. Essen-
tially, users can ask follow-up queries to alter previously generated
analytic specification(s) based on their evolving needs. If a query
also contains ambiguities (e.g. a query phrase that can map to multi-
ple data attributes), the prompt outputs multiple visualizations, one
for each ambiguous entity. However, the prompt does not support
query resolution since it is a programmatic capability outside the
scope of query translation [26]. Figure 1 highlights this key differ-
ence in the capabilities of NL4DV and NL4DV-LLM.

We also conducted a preliminary evaluation of NL4DV-LLM
against NL4DV using the NLVCorpus dataset [38] and GPT-4 [33]
as the prompt’s engine. We found that in our corpus of 740 queries
across three datasets, our prompt achieved an accuracy of 87.02%
compared to NL4DV’s accuracy of 64.05%. However, on average,
the LLM took around 25 seconds to generate analytic specifica-
tions, which can be a potentially unreasonable wait time for users.
We discuss the tradeoffs and strengths of this prompt, which we
hope guides future developments in natural language to visualiza-
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Figure 1: Architecture diagram of NL4DV [29, 26] highlighting the
modules supported by NL4DV-LLM (in orange), with arrows indicat-
ing the flow of information.

tion interfaces. Our primary contributions are the following:
• An LLM-based NL2VIS text prompt (NL4DV-LLM) that

translates NL queries about a tabular dataset into a compre-
hensive analytic specification that includes detected attributes,
analytic tasks, and a recommended visualization.

• Description of our iterative process to curate the prompt.
• Findings from a preliminary evaluation of NL4DV-LLM

against NL4DV and a discussion on the prompt’s strengths
and tradeoffs.

2 DEVELOPING THE NL4DV-LLM PROMPT

To make LLM-based NL2VIS systems more explainable, we cu-
rated a text prompt, NL4DV-LLM. Given a tabular dataset and a
natural language query about the dataset, this prompt produces a
detailed analytic specification, including data attributes, analytic
tasks, visualizations, and additional metadata explaining the trans-
lation process. NL4DV-LLM’s analytic specification essentially
tries to replicate the output of NL4DV [29], a popular semantic
parsing-based toolkit. In this section, we describe the components
of our prompt and the iterative process of engineering it.

2.1 Prompt Components
Figure 2 illustrates the various components of NL4DV-LLM along
with several example visualization outputs on different kinds of in-
put queries. We describe each component below.

2.1.1 Analytic Tasks & Visualization Design Knowledge
NL4DV’s output analytic specification includes Amar et al.’s [1]
low-level components of analytic activity (i.e. “analytic tasks”) as
inferred from the input query. To include these analytic tasks as
part of NL4DV-LLM’s output, we first probed GPT-4 to check if
it has ‘learnt’ the theory about these analytic tasks during its train-
ing. Upon finding GPT-4 has not yet learnt about analytic tasks, we
decided to supply this knowledge in the prompt. Specifically, we
curated a structured JSON comprising the Name, Description, a
Pro Forma Abstract, Examples, Attribute Data Types and Vi-
sual Encodings, Attributes and Visual Encodings Description,
and Recommended Visualization for seven analytic tasks (Corre-
lation, Distribution, Derived Value, Trend, Filter, Sort, and Find Ex-
tremum). The Attribute Data Types and Visual Encodings prop-
erty details the preferred visual encodings (e.g., “X axis”) and the
datatypes (e.g., “Quantitative”) that can be mapped to them; the At-
tributes and Visual Encodings Description provides instructions
on how to encode these visual encodings and datatypes in Vega-
Lite. The Recommended Visualization property specifies the vi-
sualization types most suitable for the given task, according to the
design heuristics in NL4DV [29].

Using an “in-context-learning” [19] approach, we include this
structured Task JSON as part of the main prompt. We format this

taxonomy as a JSON for succinctness and clarity, and to remove
any potential ambiguities that may arise when utilizing NL.

2.1.2 Conversational Interaction
Similar to NL4DV [29], NL4DV-LLM supports modifications to
previously generated visualizations via follow-up queries. NL4DV
utilizes a unique follow-up taxonomy that classifies follow-up
queries as one of three types: add, remove, replace for one or more
components (specifically attributes, tasks, visualization types) of an
analytic specification. We replicate this taxonomy through a JSON
array, shown in Figure 2, that contains its resultant permutations
(e.g. add + analytic task), instructions describing the necessary
steps to perform each operation, and follow-up query examples to
provide context for each permutation.

2.1.3 Instructions Based on Query Type
The key instruction in our prompt to output an analytic specification
is as follows:

“...classify the below natural language queries into the respec-
tive analytic tasks they map to. There can be one or more analytic
tasks detected in the input natural language query. Return the visu-
alization type in the form of a Vega-Lite specification where it reads
data from the url above.”

The instructions included in this component specify explicit
steps on handling common NL query types: ambiguous queries,
fully specified queries, underspecified queries, and follow-up
queries. Figure 2 illustrates an example of each query type and
its corresponding visualization.

Underspecified Queries: We utilize NL4DV’s concept of un-
derspecified queries, which is defined as queries that “implicitly re-
fer to tasks and visualizations [29]. If the query does not contain
explicit references to tasks or visualizations, then the prompt in-
structs the LLM to utilize the design guidelines posited by the Ana-
lytic Task JSON, “infer the task that is best suited with the detected
attributes’ datatypes”, and “generate a visualization specification
using this inferred task and detected attributes”.

Fully Specified Queries: We also define fully specified queries
like NL4DV, where the NL query makes explicit references to at
least one attribute, task, and visualization type [29]. The key in-
struction described previously is sufficient to ensure coverage of
fully specified queries; no other instructions are required.

Ambiguous Queries: The prompt defines ambiguous queries as
queries “with partial references to multiple data attributes.” In such
cases, the prompt instructs outputting multiple visualizations, one
for every attribute that a keyword potentially refers to, to maximally
cover the user’s intent.

Follow-up Queries: Since follow-up queries alter components
(tasks, attributes, or visualization types) of a previously generated
analytic specification rather than creating an entirely new one, the
prompt includes another set of instructions to handle follow-up
queries. For this query type, users must append a previously gen-
erated analytic specification to the end of the prompt. With this
previously generated analytic specification, the primary instruction
to handle follow-up queries is as follows:

“...classify the below natural language query into the respec-
tive follow-up operations they map to. Utilize the previous ana-
lytic specification (including the attributeMap, taskMap, and vis-
List) and modify this specification to reflect the changes specified
and requested in the natural language query. Return the visualiza-
tion type in the form of a Vega-Lite specification where it reads data
from the url above.”

2.1.4 Response JSON
As shown in Figure 2, NL4DV-LLM’s output replicates NL4DV’s,
and contains an attributeMap that is composed of the dataset at-
tributes inferred from the natural language query, a taskMap com-



Figure 2: NL4DV-LLM prompt for Visualization Generation



posed of the inferred analytic tasks, and a visList that includes the
Vega-Lite specifications relevant to the query [29]. An example of
this response is provided in the prompt itself, along with the instruc-
tion, “Here is the JSON object that the response should be returned
as”. Also shown in Figure 2, the example JSON object includes
explicit instructions for each property, which constrains the output
as much as possible, thereby increasing the prompt’s consistency.

We provide an additional constraint in NL4DV-LLM’s prompt
by stating, “Do not include any additional prose in your response.
I only want to see the JSON.” This instruction ensures that the LLM
only outputs the response JSON object, suitable for developers who
are building NL2VIS applications on top of the prompt. Without
this instruction, the LLM provides natural language explanations
for its steps in formulating the response JSON for a given NL query.
Users can opt to delete this sentence from the prompt if they would
like to view additional explainable behavior from the LLM.

2.1.5 Data Subset
For the LLM to detect references to attributes and records in the
input query, it needs access to the entire dataset. However, due to a
token limit imposed by the GPT-4 API, it is not possible to include
the entire dataset as part of the prompt. Consequently, we select all
dataset headers (columns) and randomly subset ten records (rows)
for the prompt. While this choice alleviates the token-limit con-
cern, it still has two limitations. First, for really wide datasets, the
large number of columns may still exceed the token limit; and sec-
ond, the ten sample rows may not be representative of the entire
dataset and may result in false negatives in the query translating
process. To resolve cases where the amount of dataset columns
exceeds the prompt’s token limit, users can leverage methods in ex-
ploratory data analysis such as Linear Discriminant Analysis [40]
that only includes the most relevant columns as part of the prompt.

2.1.6 NL Queries
We finally conclude our prompt by including a list of one or more
input natural language queries for processing.

2.2 Prompt Iterations

Included a JSON object 
describing analytic tasks 
(fundamental operations that 
users perform when interacting 
with data visualizations).

Added recommended 
visualizations and examples for 
each task in the analytic Task 
JSON. Included a complete 
response analytic specification 
that contained an example of the 
attributeMap, taskMap, and 
visList. Detailed descriptions were 
provided for properties within the 
attributeMap, taskMap, and visList 
to match NL4DV’s output 
structure.

Added support for new tasks: 
Sort, Filter, and Find Extremum 
to the analytic task JSON. Also 
included descriptions of 
Attributes and Visual Encodings 
to guide how to map attributes to 
visual elements and specify 
constraints for generating the 
analytic specification.

Added instructions to support 
ambiguous and underspecified 
queries.

Version 2

Version 1
Version 3

Version 4

Added a conversational 
interaction JSON describing low-
level operations for 
conversational interaction queries 
and another set of instructions to 
handle such queries.

Version 5

Figure 3: Illustration of our iterative prompt development process.

Figure 3 illustrates how our prompt underwent multiple itera-
tions to improve its performance in analytic specification genera-

tion and support a wide variety of NL queries. The initial version
of the prompt contained a JSON object describing a subset of an-
alytic tasks found in Amar et al. [1]: Correlation, Derived Value,
Distribution, and Trend. However, our prompt was often unable
to detect the correct tasks for a given NL query. In addition, the
prompt only outputted a Vega-Lite specification with no explana-
tions whatsoever, affording limited explainability to the user. In
Version 2, we augmented each task in the analytics task JSON
object with example queries and recommended visualizations. In
addition, we also included a sample analytic specification, simi-
lar to NL4DV’s [29], including an attributeMap and a taskMap,
to enhance the prompt’s explainability to the user. For example,
users could now view the mappings between the detected dataset
attributes and the corresponding phrase in the input NL query.

Next, in Version 3, we enhanced the analytic task JSON by in-
troducing support for other analytic tasks, namely Sort, Filter, and
Find Extremum. An Attributes and Visual Encodings Description
property was also included for each task, providing the LLM heuris-
tics on task inference for underspecified queries. Version 4 pro-
vided additional instructions to handle ambiguous and underspeci-
fied queries since earlier prompt versions were unable to generate
accurate visualizations for such query types.

Finally, in version 5, we introduced a conversational interac-
tion JSON describing the low-level taxonomy introduced in Mi-
tra et al. [26] and a distinct set of instructions to process follow-up
queries. With this version, we ensure coverage of all natural lan-
guage query types supported by NL4DV [29].

3 PRELIMINARY EVALUATION

3.1 Setup and Design

To study our prompt’s performance across different NL2VIS sce-
narios, we conducted a preliminary evaluation using GPT-4 as
our prompt engine and NLVCorpus [38] as our dataset benchmark
(query corpus). We chose GPT-4 as it was considered as the state-
of-the-art LLM during the time of evaluation (February - March
2024). We chose NLVCorpus for its human-generated utterance
sets, which provide a realistic and robust representation of NL
queries across three dataset domains: movies, cars, and superstore.

To evaluate our prompt’s conversational interaction capabilities,
we included follow-up queries from the NL4DV website [31]. We
did not use NLVCorpus’ sequential queries, as many requested un-
supported aesthetic changes (e.g., Use major gridlines). Our com-
posite dataset comprised 740 queries. We executed all 740 queries
via our prompt on GPT-4 and evaluated the outputs for correctness.
We defined a query to be correct if the generated analytic specifi-
cation accurately captured the query intent and the resultant visual-
ization included everything asked for in the query.

We provide the dataset corpus (used for evaluation), text prompt
(NL4DV-LLM), annotations on the prompt’s outputs, and a gallery
of sample visualization outputs which can be accessed at https:
//github.com/nl4dv/NL4DV-LLM-supplemental-material.

3.2 Data Annotation Procedure

We process all the queries in our evaluation corpus through NL4DV
and NL4DV-LLM and record the response times for each query.
We assess whether the output for each query should be deemed as
“accurate,” signifying if the visualization matched the query’s in-
tent and included all analytic tasks and attributes requested by the
query. If the output failed to meet these requirements, we marked
the visualization as “inaccurate” and specified factors that caused
the visualization’s inaccuracy. Common reasons for inaccuracies
were that the visualization was missing an analytic task, attribute,
or encoded incorrect attribute(s). Furthermore, the systems some-
times did not generate outputs for certain queries. The outputs, in
these cases, were marked as wholly inaccurate.

https://github.com/nl4dv/NL4DV-LLM-supplemental-material
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The first two co-authors served as annotators to evaluate the ac-
curacy of the resulting visualizations. They first analyzed small
subsets of the dataset to ensure that their analyses were fully cali-
brated with each other, creating a consistent standard in their anal-
ysis. Then they went through the systems’ responses for the en-
tire corpus of queries and determined if the responses precisely an-
swered the queries. They compared their annotations with each
other and discussed any discrepancies in their results to come to a
consensus. In cases where the first two co-authors remained split
in their decision, the third co-author would use their decision as the
tiebreaker for the analysis.

Since many of the input queries in the evaluation dataset could
be considered as underspecified or ambiguous, multiple visualiza-
tions can be regarded as “accurate” for these types of queries. For
example, in the movies’ dataset, there can be multiple viable visual-
izations for the query “Correlate budget, gross, and rating”, where
the keyword “rating” can refer to the attributes “Content Rating”,
“Rotten Tomatoes Rating”, or “IMDb Rating”. For such cases, the
annotators assessed if the output contained any valid interpretation
of the query. Therefore, the annotators opted not to refer to the
ground truth provided for each query in NLVCorpus for the major-
ity of their annotations, and instead only referred to the ground truth
for any discrepancies in their results.

3.3 Results and Discussion

By manually analyzing and annotating every visualization gener-
ated by each NL4DV-LLM & NL4DV, we discover that NL4DV-
LLM with GPT-4 outperforms the NL4DV in accuracy but has sig-
nificantly longer response times.

Out of the 740 queries, NL4DV-LLM generated 644 accurate
responses, resulting in an accuracy rate of 87.02%. NL4DV gen-
erated 474 accurate responses, resulting in an accuracy rate of
64.05%. The prompt’s accuracy was mostly consistent across the
three test datasets: 84.98% on the cars’ dataset, 89.89% accuracy
on the movies’ dataset, and 86.5% on the superstore dataset. How-
ever, NL4DV’s accuracies on the movies’ dataset (75.49%) and
cars dataset (70.73%) were significantly higher than the superstore
dataset (40%), potentially due to the superstore dataset’s complex-
ity and high syntactic similarity among its attributes. A previous
evaluation reported that learning-based NL2VIS system ncNet [21]
had an accuracy of about 45% and another LLM-based system
chartGPT [41] had an accuracy of about 79%, albeit on the nvBench
dataset and a subtle distinction in its definition of accuracy [41].
These findings suggest that our prompt’s accuracy is comparable
to, if not slightly higher than, previous systems.

Notably, our prompt handled a wide range of query structures
and forms, including underspecified and ambiguous queries. For
example, our prompt was able to apply transformations and com-
putations to dataset values to create new “derived” attributes (e.g.
creating a new attribute Profit from Production Budget and World-
wide Gross in the movies dataset), which semantic parsing-based
approaches cannot generally support. However, there were a few
queries that resulted in inaccurate outputs. Common reasons for
inaccuracy were malformed response JSON objects or well-formed
JSON objects with incorrect Vega-Lite syntax. Such occurrences
can undermine user trust, highlighting the need for future systems to
implement appropriate safeguards. In addition, certain outputs were
misleading due to incorrect associations between the data attributes
and the visual encodings. For example, for the query, “Show to-
tal profit across genres,” the y-axis might be labeled “Total profit”
but actually use “Worldwide Gross” as the data field, making the
visualization confusing to the user.

Lastly, NL4DV-LLM’s average response time across all 740
queries was 25 seconds, significantly longer than NL4DV’s aver-
age response time of 3 seconds [29]. Such a long wait time can
impact the prompt’s usability. We attribute this high response time

to our prompt’s extensive size. However, initial testing with another
LLM (GPT-4o mini) demonstrated improved response times.

4 LIMITATIONS AND FUTURE WORK

We aimed to make our prompt as explainable as possible by mod-
eling the query interpretation process into the analytic specification
JSON. This approach helped us explain system behavior across dif-
ferent datasets and queries. However, in the prompt, we also looked
to incorporate confidence scores for the detected attributes, tasks,
and visualization types in the response JSON, much like the con-
fidence scores in NL4DV [29]. The confidence scores in NL4DV
measure the semantic and syntactic similarity between the detected
entities and the query phrases that they map to through functions
like cosine similarity and Wu-Palmer scoring [42]. However, whilst
implementing this feature, we found that GPT-4 was unable to prop-
erly calculate token similarity scores or produce confidence scores
meaningful to the user. This shows a limitation in our prompt’s
explainability absent in parsing-based NL2VIS systems.

Next, we conducted our preliminary evaluation during February
2024 and March 2024. At the time, OpenAI’s GPT-4 was con-
sidered as the state-of-the-art LLM. Since then, there have been
a number of other LLMs released, like Claude-3.5 [4] and GPT-
4o [32] that have reported outperforming GPT-4 in a number of
benchmarking tasks. Furthermore, GPT-4 itself may have under-
gone updates and changes, potentially affecting consistency, output
accuracy, and response time. Future work is planned to conduct
evaluations across different LLMs.

Finally, we conducted our preliminary evaluation using the NLV-
Corpus dataset, which only contains queries for three datasets. For
a more thorough evaluation, we plan to utilize more diverse and
comprehensive dataset benchmarks such as nvBench [22], which
contains over 25,000 queries for 105 datasets.

5 CONCLUSION

We presented NL4DV-LLM, an LLM-based prompt that generates
analytic specifications from a dataset subset and a natural language
query, supporting traditional NL2VIS capabilities. Preliminary
evaluation shows promise but also highlights limitations affecting
trust and usability. We share our prompt curation experiences to
guide future developers in NL2VIS tasks.
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