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ABSTRACT

Submissions of original research that use Large Language Models
(LLMs) or that study their behavior, suddenly account for a sizable
portion of works submitted and accepted to visualization (VIS) con-
ferences and similar venues in human-computer interaction (HCI).
In this brief position paper, I argue that reviewers are relatively un-
prepared to evaluate these submissions effectively. To support this
conjecture I reflect on my experience serving on four program com-
mittees for VIS and HCI conferences over the past year. I will de-
scribe common reviewer critiques that I observed and highlight how
these critiques influence the review process. I also raise some con-
cerns about these critiques that could limit applied LLM research to
all but the best-resourced labs. While I conclude with suggestions
for evaluating research contributions that incorporate LLMs, the ul-
timate goal of this position paper is to simulate a discussion on the
review process and its challenges.

Index Terms: Large Language Models, Visualization, Review
Process

1 INTRODUCTION

The publication of AlexNet [7] in 2012 was a watershed moment
for deep neural networks (DNNS). In a matter of a few years, DNN
came to be the predominant technique for a variety of tasks, render-
ing earlier methods as obsolete or just less viable. Even skeptics of
DNNs eventually came to appreciate their versatility and shifted as-
pects of their research programs. The pace of innovations in DNNs
accelerated over the coming years. Alongside these innovations, vi-
sualization research also began to explore DNNs, both their use for
various tasks and to interrogate their inner workings [6]. Another
significant watershed moment was the invention of the Transformer
Model in 2017 [11], which eventually paved the way for the Gen-
erative Pre-trained transformer model (GPT, [1]) architecture that
now dominates the landscape of Large Language Models (LLMs).
While it took several iterations for GPT models to demonstrate their
capabilities, the eventual release of ChatGPT in November of 2022
generated significant public and research interest.

A consequence of this AI Summer [5, 2] is a proliferation of
submissions to visualization (VIS) and human-computer interac-
tion conferences (HCI) that use LLMs or that study their behavior.
While some of this proliferation is reflected in the proceedings of
these venues, what was absent was a sense of what research did not
make the cut. Over the past year, I served on the program com-
mittee of several VIS and HCI conferences. A sizeable majority
of papers I was assigned concerned LLMs in some form. As a re-
sult, I observed first-hand what made the cut and, more commonly,
what did not. Here I summarize some of the common critiques that
I observed and include my subjective reflection on their influence
toward the review process. The goal of this brief position paper is
to raise awareness of these common critiques and elevate them
for wider discussion among the visualization research commu-
nity as we strive to navigate the increased use of LLMs.
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2 SUMMARIZING REVIEWER CRITIQUES

I present anecdotal observations from my experience serving on
program committees of four conferences. As reviewing is a con-
fidential process, I do not present evidence or take any particular
methodological approach to summarize the observations I discuss
here. However, do include a positionality statement that clarifies my
own feelings toward LLM use in visualization and HCI research.

2.1 Context and positionality
I volunteered to serve as an associate chair or program committee
member for four conferences, CHI, FAccT, CSCW, and VIS. One
reason I did this was because I was genuinely curious about how
new technology is reviewed. I also had, what I consider to be, a rea-
sonable tenure acting as an AC/PC member and have also submitted
my research to these venues (both successfully and unsuccessfully).
Given that expert reviewers are in relatively short supply, I also felt
my efforts doubled as good service contributions – to that end, I did
my best to try to ensure good quality reviews.

While I do not have visibility into the total scope of submis-
sions across all of these venues, I bid on research works concerning
LLMs for data analysis and visualizations. The total sample of pa-
pers I was responsible for was roughly 45. Accounting for the total
diversity of my bids, my areas of expertise, and conflicts, approxi-
mately 60% of those papers concerned LLMs. Across two venues,
my role was only to provide a summary review when serving as
primary (CHI, CSCW), otherwise, I had to provide a full review for
all papers. Except for FAccT, I was also responsible for assigning
external reviewers.

Despite our best intentions, subjective research perspectives in-
fluence how any paper is appraised. For this reason, I will briefly
summarize my views on LLMs. I generally find LLMs to be a sur-
prisingly capable if still limited, technology. Some of their flaws
are serious, perpetuating harmful biases in ways that are difficult to
fully detect or mitigate. Their environmental impacts should not be
ignored. At the same time, improvements to these models are also
occurring at a surprising pace. In certain tasks, they exhibit a flexi-
bility and capability that is a genuine and significant improvement
over prior methods. A good, if obvious, example is enabling con-
versational interactions (via text or voice) with data; LLMs are an
improvement over domain-specific languages, pares trees, heuris-
tics, or other machine learning approaches. If and when LLM ca-
pabilities will plateau remains to be seen and it is difficult to know
how these capabilities will evolve (or how quickly). Overall, I cur-
rently have a generally positive view toward the use of LLM tech-
nology, if the research motivates a fairly reasonable rationale of its
use. Relative to the range of perspectives I have encountered —
from LLMs are useless toys to LLMs are the harbinger of Artificial
General Intelligence that will replace all humans — I would rate
my perspective as somewhere more toward the middle of this spec-
trum, and potentially more toward the former (toys) than the latter
(p(doom) = 100%).

2.2 Critiques
What follows is a non-exhaustive list of common critiques I ob-
served while acting as a program committee member. As I present
these critiques, I add my subjective commentary summarizing the
pros and cons.



Critique 1: LLMs have non-deterministic behavior. This is the
low-hanging fruit of critiques, even if it is a valid one. Language
models will produce different, even if highly similar, responses to
the same inputs. While some of this behavior can be mitigated
slightly, for example by modifying the temperature, the overall sen-
sitivity of LLMs to prompts makes it difficult to fully appraise their
behavior and performance. For contributions using LLMs as part of
a system or technique implementation, this means that evaluations
are especially vulnerable. Are the evaluation results simply lucky
and do they reflect what long-term or ongoing use might look like?
Contributions studying LLM behaviors face similar challenges.

One possible approach to begin to address this issue could be to
include a sensitivity (or multiverse) analysis as part of any submis-
sion that uses LLMs. If authors can show that they have at least
considered how sensitive models are to prompting strategies, and
present some evidence for the variability in the model’s results,
this could be at least some reasonable evidence for reviewers to
consider. However, these kinds of analyses are not common in
VIS/HCI research (they arguably should be) and it remains a roll
of dice as to whether this could be considered acceptable evidence.
Critique 2: You didn’t evaluate against enough LLMs. While
there are many similarities among the architectures, training data,
training methods, and even fine-tuning approaches, among all
LLMs currently available, their behaviors and outputs are still dif-
ferent. At a high level, there is a distinction between open-source
(e.g. LLaMA![10]) and closed-source (e.g., ChatGPT) models.
Some reviewers take issue with research that only uses closed-
sourced models because it does impact the reproducibility of the
research. At the time of this writing, some of the best-performing
models are closed-sourced. Effectively comparing against multiple
LLMs means comparing against both types of models, and in fact,
many research papers do this, especially in AI/ML and NLP litera-
ture where assessing model performance on benchmark datasets is
more common.

I observed that it was less common for VIS/HCI papers to con-
duct such comprehensive examinations against multiple LLMs,
which was also a common source of reviewer critiques. Many of
the concerns around comparing to multiple LLMs were extensions
of those concerning the non-deterministic behavior of LLMs – that
is, that the reported performance was lucky based upon the choice
of model. Interestingly, this critique would also be valid for any
VIS/HCI research that incorporated ML models. Why did so many
topic model papers just use one specific implementation of LDA?
There exist other implementations and other methods, but it has not
been a requirement for authors to exhaustively consider them.

Generally, this is one critique where I feel considerable sym-
pathy toward authors. Not all reviewers requested comparisons to
multiple LLMs, and indeed papers were accepted having only con-
sidered ChatGPT. However, it is a valid and relatively simple cri-
tique that can be difficult to address. Closed-source LLMs have
costs associated with API use, but these can still be cheaper relative
to the infrastructure required to host multiple open-source LLMs.
The costs can quickly add up if authors are required to compare
against multiple models and also conduct some analysis around the
sensitivity of model outputs. Thus, this critique may limit research
into LLM use and applications to groups with financial and infras-
tructure resources in place. This is also regrettably true for a lot of
research, but especially acute for LLMs because of the significant
interest around them.
Critique 3: You didn’t evaluate against the latest LLMs. Sim-
ilar to the previous critique, language models are also being con-
stantly updated and new models with state-of-the-art performance
are being released. The timing of these updates and releases is un-
predictable. Being able to quickly add this model to your research
paper, even if extremely close to the submission deadline, may be
required. I was somewhat concerned by the number of CHI’24 pa-

pers including GPT-4, which was released July 2023 or approxi-
mately 2.5 months before the submission deadline. More concerned
still see work rejected because it did not compare to GPT-4. Some
research groups, by the privilege of their associations, get early ac-
cess to these models and so have genuine opportunities to robustly
assess them. More likely, others are adding these models at the
last minute and conducting rushed evaluations ahead of submitting
their research. It may be possible to conduct robust assessments in
a short period of time, but, I express some skepticism, especially in
light of Critiques 1 and 2. Once again, the ability to conduct robust
and meaningful research may thus be limited to a small number of
groups with access and resources.

Critique 4: You didn’t discuss the latest LLM paper (and it
obviates your results). New research concerning LLMs in vari-
ous application contexts is constantly appearing on pre-print sites
like ArXiv. A subset of this research is high-quality work that will
eventually be published at well-recognized research venues. How-
ever, the majority of this research is more oriented toward ’flag-
planting’ – the authors of such pre-prints wish to claim some stake
in a quickly moving field. An argument could be made this re-
quires some prudence from researchers to focus their work on areas
that might be more future-proof to being prematurely scooped [2].
However, I would push back on this idea a little bit. Just because
some research exists on a topic, it does not mean that it is good.
It is up to the reviewer to consider the merits of existing pre-prints
relative to the manuscript under revision. Is the pre-print making
solid and valid claims? Does the current manuscript under review
perhaps do a better job, or take a more innovative lens or perspec-
tive on the problem? Unfortunately, sifting through the glut of pre-
prints would also increase the overhead of the review process. Some
conferences have adopted a reasonable limit on pre-prints and even
new models, indicating that it is not reasonable to ask authors to
conduct in-depth comparison to pre-prints, or even new models,
that were released fewer than three months prior to the submission
deadline (e.g., see the ACL Policies for Review and Citation).

However, with the rapid pace of LLM research, review cycles,
from initial submission to eventual publication, may simply be too
long to ever seriously address this critique. Reviewers, and perhaps
the wider research community, may be significantly underestimat-
ing the challenges of scoping a truly robust multi-year research plan
against the backdrop of LLM advancements. I speculate that even
if researchers avoid LLMs altogether, the critique of “couldn’t an
LLM do this?” can still crop up.

Critique 5: You didn’t cite ANY relevant research. This was per-
haps one of the more surprising, and yet also very valid, reviewer
concerns – and one that I raised myself too many times. Some pa-
pers did not consider any prior research on a particular topic area for
the submission venue or related venues. As an example, this would
constitute a paper on LLMs for visualizing topics in text documents
without citing CHI, VIS, (etc.) prior research in this area. Of-
ten these papers would entirely cite from the machine learning and
natural language processing literature. It may be the case that the
research does present some brand new topic that VIS/HCI research
venues have not already examined, but I have yet to find an example
of such a case. It is possible, as others have speculated [3], that this
reflects attempts of AI/ML/NLP researchers to publish their works
across a greater variety of venues. If true, and if this trend con-
tinues, it can serve to overburden an already overworked reviewer
pool. Moreover, authors of such submissions would be inappropri-
ate reviewers for other works appearing at the VIS/HCI venues they
are submitting to because they lack expertise.

Critique 6: The LLM Wrapper Paper. In a recent blog post, Ian
Arawjo defined the phenomenon of LLM wrapper papers to essen-
tially be “we apply LLMs to X problem” [3]. I have observed that
there is generally negative sentiment toward LLM wrapper papers



and I would agree in instances where these submissions truly do
not cite any relative prior work (Critique 5).The issue is that some-
times, examining or applying LLMs to X problem is both useful
and pertinent if done well. This is true if for no other reason than
companies seeking to commercialize this technology ARE trying
to sell LLMs as a solution for X problem. It is pertinent to have
independent critical voices that can objectively assess, within some
reasonable limit, the extent that these commercial claims are true.
Critique 7: I don’t like LLMs/I am so over them. Yes, this is a
critique that comes up. This perspective may be stated explicitly or
implicitly in the review or articulated during the discussion period
amongst reviewers. Sometimes a solid framing and motivation can
address this critique, but, it is regrettably a roll of the dice what its
impact is on the overall review process.

3 WHAT IS TO BE DONE?
In the long term, I have concerns about whether the myopic focus
on one technology will ultimately stifle research in VIS and HCI. I
have heard similar concerns expressed about a narrowing focus in
AI/ML/NLP research. However, there is not only internal pressure
to keep up with the latest technology, but also external pressure
from funding agencies, industry partners, governments, and even
academic hiring committees to invest in research, and researchers,
with so-called ’AI expertise’. So how do we manage the ‘AI sum-
mer’ [5, 2] and particularly its impacts on the review cycle? I have
a few suggestions.
Make a reasonable attempt to understand the variability of
LLM outputs. Supplemental Materials are a useful place to in-
clude a basic analysis of how sensitive language models are to spe-
cific prompts. There is some active research [9] in this area too
that would be helpful for visualization researchers to be aware of
and consider incorporating. While it can be difficult to define what
constitutes a basic or reasonable analysis, I would initially set the
bar quite low – authors should demonstrate that they at least tried
to think about it and have some sense of how much their results are
influenced by prompt choice. I believe that many published papers
would not meet this standard. In general, AI/ML models are sensi-
tive to their initialization, parameter choices, training data, etc., and
it is good practice to conduct sensitivity or multiverse analysis.
Make a reasonable attempt to justify the use of an LLM. Does
your research really require the use of an LLM? The answer can
be yes. Is it really worthwhile to study the behavior of an LLM
for X problem? The answer can also be yes. It is useful to artic-
ulate a rationale for using or studying an LLM that provides better
justification than “everyone is using LLMs these days”. As an ex-
ample, initial research suggests that LLMs can outperform prior
approaches for generating visualizations from natural language ut-
terances [8]. It’s reasonable to conduct research that builds on those
findings or tests their validity. However, there may also be some in-
stances where an LLM adds limited value while being more costly.
Again, what constitutes a reasonable justification is highly subjec-
tive. Somewhere in between the spectrum of ”everyone is using an
LLM” and ”exhaustively compare to all prior approaches to justify
using an LLM”, there is a reasonable balance.
Limit requirements to incorporate pre-prints and new models
released close to the submission deadline. As already indicated,
some venues have set a threshold of three months before the sub-
mission deadline. It may otherwise be deemed unreasonable for
reviewers to request comprehensive comparisons to new released
work or models. It may be up to individual communities to discuss
how pre-prints emerging close to submission deadlines, or that arise
during the review process, should be incorporated (if at all).
Consider requiring a budget and access statement. I was de-
lighted when I recently came across a pre-print [4] that stated the
costs of reproducing the results of research using an LLM. Simi-

larly, it is worthwhile for authors to disclose if they had early access
to a model before a general public release. Requiring budget and
access statements is not meant to diminish the contributions groups
that are well-resourced or have privileged relationships. Instead,
this level of transparency can be useful for the VIS/HCI research
community to reflect on the accessibility of LLM research. If it be-
comes prohibitively expensive to conduct research using LLMs, or
consequential results rely on early access, then it may also be the
case that only certain perspectives appear in the accepted literature.

Make better use of the desk reject. In HCI conferences where
I have served, the decision to desk reject is not left solely to sub-
committees or area chairs. The decision is part of the tasks of the
program committee members. Area chairs can still screen out sub-
missions that are incomplete or inappropriate. However, it would
be the responsibility of the primary reviewers to flag manuscripts
for desk rejection based on content or alignment with the submis-
sion venue. The primary also provides a brief justification for the
choice to reject. Secondaries must decide if they agree with the
decision to desk reject and should also provide a brief review. The
final decision could still rest with the area chairs. Quickly removing
research that is clearly not well aligned with the submission venue
reduces overhead in the review process. LLM wrapper papers that
do not cite any prior research in VIS/HCI are candidates for desk
rejection.

Actively engage in the discussion period. Once the initial round
of reviews is completed, everyone who reviewed the paper has
about a week to consider other reviews and engage in an anony-
mous and asynchronous discussion. The discussion period is often
underutilized, with some reviewers opting not to engage at all. In
cases where work is clearly rejected by all, the discussion period
can be quite short. The same may be true of papers that every-
one chooses to clearly accept. For all other cases, which are the
majority, the discussion period is important for evaluating common
critiques of the manuscript, ironing out the differences, and pro-
viding meaningful feedback to the authors. Given the challenges
of reviewing LLM papers, discussion periods are an important and
underappreciated forum for giving good work a chance.

4 CONCLUSION

Large Language Models have come to constitute a sizable portion
of papers submitted to VIS and HCI conferences. From my ser-
vice on several program committees, I noted several recurring and
valid concerns about research papers that incorporate LLMs. I have
summarized these as a set of seven critiques and discussed my per-
ception of their pros and cons. I suggest some concrete actions that
can be taken to address some of these critiques and to ideally lower
the burden to reviewers. However, the goal of this position paper
is ultimately to stimulate conversation around the review process
and, if it is possible, to generalize this reflection towards how our
community responds to significant technological shifts.
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