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ABSTRACT

In the digital landscape, the ubiquity of data visualizations in media
underscores the necessity for accessibility to ensure inclusivity for
all users, including those with visual impairments. Current visual
content often fails to cater to the needs of screen reader users due to
the absence of comprehensive textual descriptions. To address this
gap, we propose in this paper a framework designed to empower
media content creators to transform charts into descriptive narra-
tives. This tool not only facilitates the understanding of complex
visual data through text but also fosters a broader awareness of ac-
cessibility in digital content creation. Through the application of
this framework, users can interpret and convey the insights of data
visualizations more effectively, accommodating a diverse audience.
Our evaluations reveal that this tool not only enhances the compre-
hension of data visualizations but also promotes new perspectives
on the represented data, thereby broadening the interpretative pos-
sibilities for all users.

Index Terms: Accessibility, chart text description.

1 INTRODUCTION

In our increasingly data-driven world, visualizations serve as piv-
otal tools for storytelling, offering clear and concise portrayals of
complex datasets that cater to the swift comprehension needs of
modern audiences [20]. These visual representations transform
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abstract numbers into insightful narratives and intuitive graphics,
making complex information more accessible to the general public.
However, an exclusive reliance on these visual formats inherently
excludes significant segments of the audience, including those with
visual impairments. Extensive research has demonstrated that a
substantial number of online visualizations are not compatible with
screen-reader technologies, primarily due to the absence of ade-
quate textual alternatives [21]. This limitation not only restricts the
accessibility of such visualizations for visually impaired individu-
als and screen reader users but also affects those requiring auditory
information for various activities, such as driving or multitasking.
Consequently, to bridge this accessibility gap and ensure equitable
access to information, the provision of textual descriptions for vi-
sualizations is not merely important—it is imperative.

The practice of providing detailed descriptions for non-textual
elements on websites is gaining traction; however, the lack of pre-
cise and standardized guidelines significantly hampers consistency
in these efforts [14]. The task of effectively describing visual ele-
ments in data-driven stories introduces multiple challenges. First,
there is a notable learning curve associated with the skill of writing
comprehensive descriptions for accessibility [15], as it requires an
in-depth understanding of the critical details to be included. Sec-
ond, data visualizations present complex datasets that demand ad-
vanced analytical skills [2]. Creators must interpret visual patterns
with precision, ensuring that the data is neither oversimplified nor
misrepresented. Third, crafting such descriptions is often laborious
and time-consuming, necessitating meticulous attention to detail.
Despite diligent efforts, some descriptions may not adequately con-
vey all the necessary details of the visual elements [16]. Recently,
the machine learning community has explored deep learning-based
methods to aid chart-text transformation [3, 17, 9, 4]. Yet, these



black box models often lack transparency, challenging users’ abil-
ity to fine-tune or fully comprehend the details in the generated
outputs. In response to these issues, we propose the development
of a novel framework designed to aid media content creators in in-
terpreting charts and producing detailed textual descriptions. This
preliminary research is tailored specifically for individuals who de-
velop visualizations using Datawrapper1, a popular tool for those
with basic proficiency in statistics and data analysis but without ex-
tensive programming knowledge.

Our framework makes three significant contributions to the field.
First, we introduce a novel heuristic approach that affords authors
greater control over the process of authoring descriptions, enhanc-
ing the accuracy and relevance of the output. Second, we have de-
veloped an automatic method for identifying features in visualiza-
tions, which streamlines different stages of the description process
by highlighting critical data elements automatically. Third, we con-
ducted a comprehensive user study to evaluate the practical utility
of our framework and to identify challenges for future research.
The study not only validates the effectiveness of our method but
also highlights areas requiring further exploration to enhance the
framework’s applicability and functionality.

2 RELATED WORK

The translation of visual data representations into accessible for-
mats has received considerable attention across several fields, in-
cluding accessibility, visualization, computer vision, and natural
language processing.

The World Wide Web Consortium (W3C) plays a crucial role in
setting guidelines and standards for web accessibility. One of its
fundamental principles is ensuring that all non-textual web content
provides a text alternative that fulfills the same function. The W3C
particularly stresses the importance of crafting detailed descriptions
for complex images such as charts, maps, and other visualizations.
The process of converting these complex images into text involves a
substantial reduction in information dimension, which brings forth
critical considerations regarding the specific needs and preferences
of the target audience. Consequently, recent studies increasingly
aim to pinpoint what aspects of these descriptions are most valued
by visually impaired people [8, 12]. Concurrently, there is ongoing
research exploring various design approaches for making visualiza-
tions more accessible [27]. This research includes developing inno-
vative methods to navigate, comprehend, and interact with graphi-
cal data using non-visual interfaces like keyboards [31] and speech
interfaces [22].

Significant advancements in deep learning have been made to-
wards automating the generation of text from visualizations and
structured data. Chen et al. employed ResNet and LSTM archi-
tectures to generate natural language descriptions for figures in the
FigCAP dataset [3], while Cheng et al. proposed a framework with
transformer-based chart detection and pre-trained vision-language
model [4]. Additionally, some researchers prioritize the underly-
ing data rather than the visual representation of charts, focusing on
data-to-text generation. Notable efforts in this area include the use
of transformer-based models [6, 17] and encoder-decoder LSTM
frameworks for analyzing time-series data [23]. In assessing the
performance of these models, metrics like BLEU score [18] are
commonly applied to test datasets. Despite their computational
skills, deep learning models often encounter issues with general-
ization and credibility. Generalization problems occur when the
models underperform with unfamiliar datasets, limiting their practi-
cal use. Credibility concerns stem from the models’ opaque nature,
which obscures the internal mechanisms and decision-making pro-
cesses. To address these natural language generation issues, some
research prototypes [29, 11] have adopted template-based text gen-
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eration methods, which offer more transparent approaches to creat-
ing textual descriptions from visual data.

3 DESIGN CHALLENGES AND REQUIREMENTS

To convert a chart to text, automatic methods that employ deep
learning make it hard for users to integrate their contextual infor-
mation. Moreover, these methodologies typically fall short in con-
sidering the precise content requirements necessary for meaningful
descriptions, which also necessitate an accurate interpretation of the
data. Such shortcomings prompt the need for alternative strategies.
As a result, we decided to create a methodology that facilitates the
exploration of data to refine automatically generated descriptions
by adopting a heuristic method that incorporates a human-in-the-
loop approach. Such an approach allows human expertise to im-
prove the accuracy and relevance of the textual outputs but also
ensures that the descriptions are appropriate and complete.

3.1 Design Challenges
We distill four design challenges from the literature review and dis-
cussions with experts in communication and accessibility.

C1. A design that does not fit well with existing systems and
processes can cause difficulties for users to adopt it. Users
must invest time and effort to learn, which can lead to frustra-
tion and resistance to change.

C2. Properly describing a visualization requires a careful ex-
amination of all its features. This requires a profound under-
standing of accessibility principles and the information needs
of the target audience [8].

C3. The accuracy of the description depends on the correct
interpretation. Fully automated systems can make critical
errors [19] as their performance is tied to training data and
may struggle with unfamiliar situations.

C4. Users may be resistant to fully trust auto-generated out-
puts. The transformation of format, i.e. chart to text, can
make it difficult for users to discern how accurately the result-
ing text represents the original visual content [5].

3.2 Design Requirements
Based on the challenges, we derive four requirements to guide the
design of our framework.

R1. The design should be compatible with the existing work-
flow. Ensuring compatibility with tools commonly used by
media content creators is crucial, as it minimizes the learning
curve and reduces operational disruptions.

R2. The tool should extract features from the input chart and
present them in a structured format. These features should
be identified and verified through a heuristic approach. A
structured presentation helps users categorize complex infor-
mation, thereby enhancing the efficiency of data analysis.

R3. Each feature needs a corresponding description. To facil-
itate the refinement process, generated descriptions must be
accurate, editable, and rearrangeable.

R4. Generated descriptions should be connected to the origi-
nal chart using linking and brushing techniques. To foster
trust, the design should incorporate visual cues to highlight
key points, guide the viewer’s focus, and illustrate the descrip-
tions.

4 DESIGN AND IMPLEMENTATION

Our design and implementation process is guided by literature re-
views from visualization and accessibility research. Throughout the
implementation, we collaborated with experts to validate and refine
our design.

https://www.datawrapper.de
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Figure 2: Workflow of the framework.

4.1 Workflow

The workflow of our framework is designed to streamline the con-
version of an input chart into a textual description. Initially, users
input a chart (Fig. 2A), prompting the framework to extract both
data and metadata and to identify key features essential for detailed
analysis (Fig. 2B). This marks the beginning of an interactive phase
where users play an important role. In this phase, users critically
assess the extracted features, select those most relevant, and metic-
ulously refine the descriptions for each (Fig. 2C and Fig. 2D). This
cycle of selection and refinement is iteratively repeated as necessary
to enhance the narrative and accuracy of the data’s story.

4.2 Chart Selection

In the initial phase, users are required to give an input chart. The
framework is designed to integrate with the Datawrapper database
(R1), enabling users to filter charts by type and retrieve them using
their ID. The chart selection page displays charts from the database
in descending order by creation date, with the most recent charts
on the first page. Each chart is represented by a thumbnail, and
clicking on a thumbnail activates a preview on the right side of the
page. This ensures that users can quickly and easily access the
specific data visualization they need.

4.3 Feature Identification and Selection

The identified features are displayed in an interactive list (Fig. 1A),
facilitating a comprehensive understanding of the elements com-
prising the input chart (R2). The process of feature identification
and selection contains three distinct phases: 1) data extraction,
where relevant data are retrieved from the input; 2) feature detec-
tion, during which the system identifies key elements necessary for
analysis; and 3) feature presentation and selection, where these
elements are displayed for user interaction and selection.

Data Extraction. Given an input chart, the framework extracts
raw data and metadata by connecting to the database using APIs.
The raw data, presented in tabular format, refer to the foundational
elements that construct the chart, such as numerical and categori-
cal values. Metadata comprises a variety of details, including the
chart’s title, type, and any accompanying notes. Additionally, it
captures aesthetic aspects like color schemes and functional at-
tributes such as whether the data is sorted and its sorting order.

Feature Detection. The framework conducts an automatic anal-
ysis of the extracted data and metadata to identify key features. The
detection is based on chart type and currently supports all basic
statistical charts and their variants, such as bar charts (split bars,
stacked bars, grouped bars, etc.), area charts, line charts, and pie
charts. For each type of chart, the framework detects key features
and classifies them into the following categories: general informa-
tion and data facts [12].

For general information, the framework captures important de-
tails such as chart type, main title, subtitles, footnotes, axes, and
color schemes. The comprehensive understanding of visualization
goes beyond mere data representation; it necessitates an elaborate
description of all graphical elements. These detailed descriptions
are crucial for visually impaired people, as they enable them to
form a mental representation of the visualization, enhancing their
comprehension of the overall design [8].

Regarding data facts, the framework analyzes the numerical and
statistical elements of the chart. It identifies specific data points
and calculates statistical measures such as extrema, mean, standard
deviation, and median. Additionally, it recognizes outliers—data
points that markedly differ from the main observations. When the
chart involves numerical data on the independent axis, the frame-
work assesses correlations and trends. These facts are derived from
the low-level analytical tasks that viewers typically perform while
engaging with a visualization [1].

In addition to those two categories, we have also incorporated a
section for contextual knowledge, which allows users to input in-
formation explaining the purpose behind including the chart.

Feature Presentation and Selection. The detected features are
displayed as checkbox lists, as illustrated in Fig. 1A. To enhance
user understanding, elements within each category are color-coded
to signify their semantic significance—for instance, pink for gen-
eral information and green for data facts. For visualizations such as
bar and column charts that exhibit univariate data, the features are
presented in a straightforward series of checkboxes. Conversely,
for more complex, multivariate visualizations like grouped col-
umn charts, the interface incorporates an additional dropdown list
(Fig. 1A.1). This feature allows users to select specific variables,
thereby accommodating the intricacies of multivariate data analy-
sis.

4.4 Description Authoring
Upon the selection of a checkbox, the framework initiates template-
based text generation to fill the description component (R3) as
shown in Fig. 1B. Each segment of the generated description is
associated with the feature’s name and is color-coordinated with
the corresponding checkbox for clarity. The framework employs
heuristic analysis of the features within the input chart, where each
specific condition is connected to a designated text template. In
charts depicting univariate data, selecting a checkbox automatically
generates a preset textual description. Conversely, in charts with
multivariate data, the text is dynamically updated based on the se-
lected variables, enabling detailed comparisons both within and be-
tween groups [30]. This functionality ensures that the displayed
information is tailored to the specific categories, offering personal-
ized and pertinent descriptions that align with the user’s compre-
hension and interaction with the data.

To ensure that the generated text meets high standards of clarity
and stylistic quality, the framework allows users to fine-tune de-
scriptions. Users can edit or rearrange text segments effortlessly by
dragging the associated tags. Furthermore, when users hover their
cursor over any part of the description, an animation activates on the
corresponding section of the input chart (Fig. 1C). This animation
(R4), combined with visual cues, emphasizes the relevance of the
text, offering a dynamic and interactive method for illustrating the
relationship between textual descriptions and visual data [10, 24].

4.5 Implementation
The framework2 is developed as a web-based application utilizing
React and Flask3. To initiate the use of a chart within the frame-

2Source code: https://github.com/yuri7718/graphs2words
3https://react.dev, https://flask.palletsprojects.com
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work, users must first generate a token in their Datawrapper ac-
count. This token serves to authenticate the user, granting access to
and enabling the retrieval of charts specific to their account.

Chart Data Extraction. For feature identification, the backend
retrieves data using Datawrapper APIs. Specifically, it fetches three
types of information: 1) metadata in JSON format containing title,
type, and other configuration information; 2) raw data; and 3) chart
in SVG format. Colors are extracted from the SVG to reconstruct
the visualization using the raw data and metadata details, such as
chart type.

Chart Color Identification. To handle color identification, we
used the list of CSS3 extended color names which consist of key-
value pairs of hex color codes and the corresponding names. All
RGB color codes, including those extracted from SVG, are con-
verted to the CIELAB [13] color space. This transformation allows
us to use the nearest neighbor algorithm [26], as CIELAB aims to
approximate human vision rather than just mimic the physical at-
tributes of colors. This ensures that the closest color name can be
effectively identified for each detected color in the input chart.

Data Facts. Data facts such as extrema, mean, standard devia-
tion, and median are calculated from raw data. To detect outliers,
we employed the Interquartile Range method [28]. This statistical
technique is designed to identify anomalies by defining acceptable
boundaries based on the spread of data. To analyze numerical data
exhibiting a trend, our initial step is to determine whether the data
exhibits a monotonic behavior. If not, we segment the data into
intervals where values are either rising, falling, or remaining con-
stant. Should the total number of these intervals exceed a specific
threshold, it indicates considerable variability in the trend. In such
cases, we further refine our analysis by calculating the slope for
each interval, allowing us to identify and highlight those intervals
that demonstrate significant changes with respect to the indepen-
dent axis, thereby focusing on the most critical variations within
the data.

5 EVALUATION

We conducted user studies4 involving three participants (P1-P3), all
of whom specialize in media content creation. The participants are
experienced journalists with an average of 10 years of professional
experience and prior experience using Datawrapper for visualiza-
tion purposes. Each participant was presented with the tool and
given the opportunity to explore its features independently. They
could choose to experiment with charts from the provided samples
or import a new chart of their choice. The samples page contained
two datasets, one with 401 charts and the other with 1035 charts, of-
fering a variety of chart types based on tabular data. Following this
exploratory phase, we conducted individual semi-structured inter-
views lasting approximately 30 minutes. During these interviews,
we posed a series of questions to assess whether our design met the
established requirements.

R1. The design should be compatible with the existing work-
flow. Feedback from participants emphasizes the design’s ease of
use, suggesting that it aligns well with their existing workflow and
does not introduce unnecessary complexity. In general, users value
the effectiveness and simplicity of the main interface. As P3 re-
marked: “The tool is simple and intuitive. I didn’t feel that I had
to click everywhere to understand how to use it. Usually, you click
and see, and it works. I found it very easy to use.”

R2. The tool should extract features from the input chart
and present them in a structured format. Some participants ap-
preciated the volume of information, while others felt it could be
overwhelming. The design handles this by providing options for
filtering out unnecessary details. P2 expressed appreciation for the

4User study approved by Research Ethics Board of Polytechnique
Montréal (ID CER-2324-51-D).

extensive information, stating: “I liked the fact that the list is ex-
haustive. There are a lot of elements, and I can choose the most rel-
evant ones.” P3 commented on the feature richness, adding: “There
is pretty much everything. There is a lot of information, but it’s still
easy to hide things you don’t need. You just have to get into the
habit of unchecking certain things so that it’s less intense. It’s still
easy to manage the amount of information.”

R3. Each feature needs a corresponding description. Partic-
ipants found the descriptions helpful in understanding the charts.
P1 appreciated the ability to identify significant moments, explain-
ing: “Being able to spot significant moments is remarkable. This
brings out interesting points and reminds us where the increases
and decreases are. For someone who only has these descriptions to
understand the chart, it gives a basis.” P3 liked the provided sta-
tistical values, saying: “The fact that it gives the max, min, and
average is interesting and very useful because that’s often what we
try to tell.” Regarding interactions with the text, P2 and P3 enjoyed
the ability to rearrange the descriptions to create a narrative.

R4. Generated descriptions should be connected to the origi-
nal chart using linking and brushing techniques. Feedback from
participants indicates a positive reception towards the use of ani-
mated visual cues. P1 found the animation interesting, noting that
it allows users to contextualize and tell the story by emphasizing
key points. P2 thought the annotations were very helpful for clearly
illustrating what the descriptions explain and describe.

Some participants pointed out that the framework not only helps
users determine what to write but also facilitates graph reinterpre-
tation for deeper insights. P2 highlighted that it often allows for
a new understanding. P3 elaborated on its utility, explaining that
it could also be used for analysis. Users may find it useful to see
specific information without needing to go to a spreadsheet for cal-
culations, as searching for information in a spreadsheet can be more
challenging. With the framework, relevant details are readily avail-
able visually with just a click, making it simple and efficient.

6 LIMITATIONS AND FUTURE WORK

Limitations. Regarding the framework’s efficiency in saving time,
although P2 considers it a primary strength, other participants noted
that the amount of information could potentially overwhelm aver-
age users, particularly those with limited data understanding. The
tool offers extensive details about the underlying data but falls short
in suggesting high-level communicative objectives, such as present-
ing the narrative or the context that the data encapsulated. Fur-
thermore, visualizations serve dual roles in data presentation, be-
ing both communicative and explorative [7]. The framework relies
on users to generate descriptions, inherently reflecting their unique
perspectives. Consequently, integrating the explorative nature of
data remains a significant challenge, as it requires a delicate bal-
ance between detailed analysis and clear, concise storytelling.

Future work. A common suggestion from the feedback was to
make output descriptions less technical and more narrative-driven,
emphasizing general trends over detailed data points. This could be
achieved by improving template wording using LLMs and quanti-
fying changes in data trends to offer users a more nuanced under-
standing of magnitude. Currently, the framework lists every feature
of an input chart. To simplify it for general users, we can improve
it by automatically recommending top insights, with these check-
boxes pre-selected by default. Additionally, ongoing research into
accessibility is crucial, as preferences for description length and
detail vary widely [25], and no universal standard exists yet for op-
timizing these elements in our user interface.
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