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Figure 1: Schematic overview of a potential workflow with DaVE: A domain scientist acquires data, e.g., by running a simulation 
on an HPC cluster ( ). Based on this data, they enter search terms into DaVE, which provides a list of appropriate visualization 
techniques from its curated and extensible database for different data types and domains ( ). The user can freely explore the 
examples until a suitable visualization is chosen. Each example comes with a description, explanation of techniques, additional 
references, and adaptable containerized code. This allows the visualization to be calculated on suitable hardware using the 
respective data without the potentially cumbersome setup process ( ). 

ABSTRACT 

Visualization, from simple line plots to complex high-dimensional 
visual analysis systems, has established itself throughout numer-
ous domains to explore, analyze, and evaluate data. Applying such 
visualizations in the context of simulation science where High-
Performance Computing (HPC) produces ever-growing amounts of 
data that is more complex, potentially multidimensional, and multi-
modal, takes up resources and a high level of technological experi-
ence often not available to domain experts. In this work, we present 
DaVE - a curated database of visualization examples, which aims 
to provide state-of-the-art and advanced visualization methods that 
arise in the context of HPC applications. Based on domain- or data-
specific descriptors entered by the user, DaVE provides a list of ap-
propriate visualization techniques, each accompanied by descrip-
tions, examples, references, and resources. Sample code, adaptable 
container templates, and recipes for easy integration in HPC appli-
cations can be downloaded for easy access to high-fidelity visual-
izations. While the database is currently filled with a limited num-
ber of entries based on a broad evaluation of needs and challenges 
of current HPC users, DaVE is designed to be easily extended by 
experts from both the visualization and HPC communities. 

Index Terms: Visualization, Curated Database, High-
Performance Computing 
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1 INTRODUCTION 

Nowadays, developers of research software and simulations in 
various scientific domains must possess expertise in diverse fields. 
This includes not only domain-specific knowledge of models as 
well as their physical and mathematical background. Developers 
are expected to write highly optimized code and find appropriate 
ways to analyze their results. The steady advancements in those 
areas drastically increase the complexity of data and require 
adapted and new visualization techniques, both on a conceptual 
level (novel visualization techniques) and on a technological level 
(efficient HPC implementation of visualization techniques). While 
such approaches are being actively developed and discussed within 
the visualization community, domain experts and HPC users 
often lack the resources to follow and keep up-to-date with these 
developments. This can lead to undesired effects such as a high 
overhead introduced by finding, learning, and applying approaches 
from scratch, or being unaware of new and potentially very 
helpful visualization techniques. Moreover, on the technological 
side, while implementations of modern visualization algorithms 
suitable for HPC use exist, incorporating these into complex HPC 
application stacks requires substantial expertise and an investment 
of additional engineering effort. Thus, while domain scientists see 
the need and are very open to using more advanced visualization 
techniques, they often lack resources and references, to use them. 

In this work, we present DaVE1 - a curated database of visualiza-
tion examples targeted at novice and experienced HPC users alike, 
that allows for easy access to state-of-the-art and advanced visu-
alization methods. The database is accessible through a modern 
and fast web interface and includes detailed descriptions, sample 
media, references, and example implementations tailored to HPC 

1 https://dave-vis.com 
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projects which allows for easy integration in existing projects and 
application stacks. Users receive guidance not only for approaches 
they know and want to get more information on, but also recom-
mendations on best practices or alternative visualization methods. 
The underlying system is developed in such a way that curators and 
users can easily extend the database with their own information and 
examples to establish a platform of best practices, current develop-
ments, and support. As such, DaVE aims to function as a focal point 
and community resource for visualization within the national HPC 
community and beyond. The database has the potential to develop 
into a general resource for visualization regardless of application. 

2 BACKGROUND AND RELATED WORK 

Visualization has become an integral part of understanding, analyz-
ing, and communicating complex data in virtually all scientific do-
mains. Therefore, many data management tools such as Microsoft 
Excel, Matlab, or Tableau, already provide built-in visualization op-
tions for some data types, such as data tables, that make it easy for 
non-expert users to achieve fast and easy visualizations. Several 
projects have emerged in the past that aim to provide easy access 
to adaptable visualizations for similar or more complex data, such 
as the D3 library [6] or Vega-Lite [21]. A significant body of work 
exists on so-called content-based recommendation [18, 13, 25, 14], 
where systems try to automatically find the best-fitting visualization 
given a set of data. Naturally, this includes approaches where recent 
machine learning technologies are leveraged [12, 20], specific tasks 
are analyzed [23], or user behavior is evaluated [11, 8]. However, 
most of these are limited to 2D plots. 

Simulations that model physical phenomena often leverage high-
performance computing infrastructure for, e.g., efficient computa-
tion of computational fluid dynamic (CFD) models or force prop-
agation in complex materials. Such data typically describes spa-
tial, multimodal 3D data that might also be time-dependent. While 
some of that data can be summarized and described by statistical 
data, visual exploration usually requires efficient interaction with 
3D geometries such as direct volume renderings or derived features 
of often very large data quantities. Besides efficient handling and 
processing, such data size might even require in-situ processing or 
rendering which further increases the complexity of visualization. 
Here, too, a number of tools and libraries exist, such as VTK [22] or 
ParaView [1], which provide a multitude of options such as filters 
and renderers. In the context of in-situ or in-transit visualizations, 
distinct visualization libraries such as Catalyst [2] or Ascent [16] 
are available. Learning these tools or integrating them into exist-
ing simulation code, however, requires time and knowledge. For 
libraries, such as D3, it has been shown that providing a database 
of examples and templates can considerably reduce a user’s effort 
to design visualizations [4, 3]. VTK, too, has example code avail-
able on a dedicated website, and approaches such as EZ-ISAV [24] 
seek to make the integration of visualization in complex software 
stacks easier by providing containerized solutions. However, to the 
best of our knowledge, there is no publicly available resource that 
allows non-visualization experts to easily find suitable techniques 
primarily for HPC-based simulation data. 

3 DAVE 

For us, the need for an easily accessible resource for HPC users 
to discover visualization examples became apparent after collabo-
ration with several simulation scientists within a large national re-
search project. An internal user evaluation [10] revealed that HPC 
users across domains all appreciated more sophisticated state-of-
the-art visualization techniques, such as in-situ/in-transit capabili-
ties, visual analysis and exploration systems, and immersive visu-
alizations. However, all lacked resources, guidance, and necessary 
knowledge to find and integrate suitable techniques. Recognizing 
this gap, we believe that a curated database of such techniques and 

Figure 2: Through the adaptive web interface, DaVE provides a 
gallery of visualization examples that can be searched and filtered 
through tags and requirements. 

examples can be a way to address these issues. Users also expressed 
concerns that testing and integrating such techniques requires sub-
stantial effort as well as changes to existing and often complicated 
code bases. After several discussions at workshops, conferences, 
and personal meetings, we identified three essential requirements 
for a successful resource. These can be summarized as follows: 

R1 A non-visualization expert-friendly system to find domain- or 
data-specific visualization techniques 

R2 Easy integration of visualization examples into existing HPC 
infrastructure 

R3 Easy extensibility of the database with new and relevant in-
formation 

Based on these, we decided to create DaVE - a curated database 
of visualization examples. In the following, we will describe and 
justify the individual components and functionalities. 

3.1 Web Platform for Visualization Exploration 

Figure 3: Tags describing data type, visualization technique, and do-
main of the example are included in the search. Example images, 
optional interactive previews, and text descriptions provide further in-
formation on the technique and usage of provided resources. 

DaVE’s main point of interaction is a responsive website. Users 
are prompted to enter a search term that describes their data or 
needs. This search is aided by suggestions of suitable keywords. 
From there the user is provided with a gallery overview of the vi-
sualization examples that fit the search description. For each exam-
ple, a preview image and tags for categorization are displayed. In a 



sidebar, these items can be further filtered by tags, date, author, and 
other parameters (see Figure 2). Navigating to one of the example 
pages (see Figure 3) shows an introductory text, covering the visu-
alization methods, its use cases, and basic functionality. Further, 
short instructions and materials for reproducing the example are 
provided. Also, examples may offer an interactive preview of the 
visualization (see Figure 4). With this design, users directly inter-
act with the system, to help them find solutions for their visualiza-
tion problem before acquainting them with the needed technology 
(R1). A complete package for executing the example can be config-
ured and downloaded, which is executed by calling a single script. 
Configuration options include the path for own datasets, the usage 
of MPI and Slurm, and the container technology, either Docker or 
Singularity/Apptainer [15], that is available on the target machine. 
Dedicated guide pages contain general information about DaVE, 
the structure of an example, and instructions on how to adapt exist-
ing or create custom examples in general. These pages also include 
references to the documentation of used software for further cus-
tomization. Additionally, the guide pages specify how adapted and 
new examples can be added to DaVE, simplifying the contribution 
process (R3). Providing the executable templates and information 
allows for exploratory tinkering, and acquiring knowledge about 
the underlying technologies in the process. Each example has the 
option to open an issue on the project github that allows to provide 
feedback or questions if clarifications are needed. 

Figure 4: DaVE supports interactive examples on the websites 
through VTK.js 3 , allowing users to directly test visualizations. 

3.2 Integration Through Containerized Examples 

To be able to allow users working on a large variety of hardware 
configurations, from personal computers to large high-performance 
computing clusters, to test and explore the examples, DaVE pro-
vides containerized environments. This has the following advan-
tages: A containerized environment can easily be reused for multi-
ple examples, reducing the download time if multiple similar exam-
ples are explored. Furthermore, these containers offer high porta-
bility. Most examples that are currently available via DaVE can 
be executed locally, with MPI, or via Slurm on HPC clusters (R2). 
Additionally, extending containerized environments is straightfor-
ward. The containers can be extended by using them as a base for 
a new custom image or users can change the build recipe in the 
original directly (R3). However, and most importantly, the pro-
vided containers do not have to be extended or changed at all to 
enable using the given examples. This allows users from different 
domains with varying background knowledge to explore visualiza-
tion in HPC environments from fully functional examples and start 
from there instead of having to build a reference use case them-
selves (R1). 

3 https://github.com/Kitware/vtk-js 

With respect to container technologies, DaVE relies on Docker 
for creating containers. The images can be uploaded to a container 
image library, like Docker Hub. From there, the executable package 
of an example in DaVE retrieves the image either via Docker itself 
or with singularity. In order to build maintainable environments 
inside the containers, the required software and its dependencies are 
configured and built with spack [9]. It is a flexible package manager 
that streamlines the process of managing software dependencies, 
making it easier to install, configure, and maintain projects, which, 
in turn, reduces time and effort for creating examples. 

3.3 Extending DaVE 

DaVE supports the easy addition of new techniques and examples. 
Entries of the database are built upon a straightforward file and 
folder structure. Each example is defined by a folder on DaVE’s 
webspace which contains text files including textural explanations, 
as well as descriptive tags and meta information. Subfolders con-
tain further downloadable resources and files describing options for 
container creation. Adding a new example is as simple as adding a 
new folder at the respective location. This can either be done by the 
original authors by request, or by submitting a merge request on the 
project github. This allows and encourages an active community to 
maintain the quality and correctness of the entries. 

As mentioned in Section 3.1, a dedicated page on DaVE further 
provides all necessary information, instructions, and downloadable 
templates to create own examples or alter existing containers to 
work with additional software. There are several levels of com-
plexity for adding new entries, allowing users with different back-
grounds and varying familiarity with the technologies used to con-
tribute (R1,R3). The simplest option is to adapt an existing example 
to new data. This requires no changes in the containerized environ-
ment and only minor changes in the visualization procedure. Cre-
ating custom visualizations is the next option. Again no changes in 
the environment are needed, but more knowledge about the visual-
ization software is required. In the case of ParaView, users need 
to know how to create and manipulate ParaView’s Python trace 
files. If no available container provides the necessary tools for a 
new example, existing containers can be extended either via docker 
or reconfigured and built with spack. Since managing software for 
use with HPC infrastructure can be a daunting task for non-experts, 
spack provides easy configuration capabilities for the existing con-
tainers. This setup allows users to acquire knowledge on specific ar-
eas of visualization in HPC in a step-by-step manner. Our provided 
examples serve as a starting point to dive deeper into the respec-
tive techniques, like Docker, spack, or ParaView. For the greatest 
flexibility, fully custom docker images can be used. As such, we 
not only hope to establish DaVE as a standard resource for HPC 
users but also to encourage active feedback and development by the 
respective communities. 

4 EVALUATION AND EXPERT FEEDBACK 

To get an indication, of whether our current design of DaVE fulfills 
the requirements outlined in Section 3, we invited five simulation 
scientists from different research institutions working on various 
domains to evaluate DaVE. None of the participants had been in-
volved in the project before but all were frequent users of HPC 
infrastructure with research experience ranging from 3 to 10 years. 
Domains of expertise included computational fluid dynamics, ma-
terial design, artificial intelligence, and energy conversion. All but 
one had worked with containers before and considered themselves 
familiar with containerized code. Participants were asked to freely 
explore DaVE on their own devices, either under observation at 
their workplace or via Zoom recording. Sessions typically lasted 
between 15 and 40 minutes, during which users were asked to ver-
balize their thoughts and actions using a think-aloud strategy [17]. 
We further prepared a short questionnaire based on the System Us-

https://github.com/Kitware/vtk-js


ability Score (SUS) [7] and additional questions that participants 
received after they had finished their exploration of DaVE. At the 
time of the evaluation, the database contained 17 curated exam-
ples across various domains added by the authors. Participants used 
their desktop work environment and standard modern web browsers 
such as Firefox, Chrome, or Safari. 

Users started on the landing page and understood the core func-
tionality of DaVE from reading the provided overviews and the use 
of a standard search bar. The simplicity, modern design, and clear 
focus on the search functionality were mentioned and appreciated 
by all. While one user opted for entering a domain-specific search 
term in the search bar, others chose to explore all examples. Enter-
ing the gallery, participants quickly understood the tagging/filtering 
system, added and removed tags to test it out, and mentioned them 
as an intuitive and very useful method to browse the database. Users 
would scan the preview images and example names to look for fa-
miliar data before using the tags to narrow down results. Some 
users found the limited number of examples within their specific 
domain unfortunate but viewed this as a temporary limitation that 
could be overcome through active community contributions. Once 
an example was selected, users especially pointed out the useful-
ness of interactive previews and focused descriptions. Some sug-
gested more interactive previews, e.g., allowing to apply filters or 
change color mappings. After experimenting with different options, 
users would return to the gallery to look for more examples. Only 
one user configured, downloaded, and started a containerized exam-
ple, but did not need any instructions to do so. Questions that users 
had during interaction with DaVE were always answered by either 
experimenting with features or consulting the provided information 
on the website. Minor comments on design decisions as well as 
various feature ideas were verbalized throughout the process. After 
users claimed they were done exploring, all stated they had enjoyed 
exploring DaVE. They appreciated the overall idea and effort in-
vested in the system, and recognized its potential, especially with 
the addition of more examples. 

Evaluating the questionnaire, DaVE received a mean system us-
ability score of 83.5, classified as “excellent” according to Bangor 
et al. [5]. Users agreed that DaVE made it very easy to extremely 
easy to find domain-data-specific visualization techniques, indicat-
ing fulfillment of R1. All but one reported discovering new visu-
alization approaches, previously unknown to them. Evaluating R2 
proved less conclusive: users were fairly confident that techniques 
could be integrated into their own work but reported needing more 
time to test it. It was highly appreciated that containerized envi-
ronments were provided, given participants’ familiarity with them, 
and using ParaView was mentioned to be a reasonable choice, due 
to its recognition. However, some hoped for more examples using 
alternative tools to accommodate other workflows. Finally, users 
reported that extending DaVE (R3) appears to be fairly easy, but 
considered themselves more as users of DaVE than as contributors. 
They all reported that the level of detail in the information section 
should suffice. Yet, one participant saw the potential in DaVE to 
replace the often fragmented and decentralized collections of code 
and information within different research groups. 

5 DISCUSSION 

We carefully designed DaVE to address each of the three require-
ments comprehensively. Domain- and data-specific search options 
and examples directly showcase applicable visualization techniques 
for non-experts (R1). Tailored configuration options for container-
ized environments specifically designed for HPC ensure portabil-
ity and easy integration into existing infrastructure (R2). A simple 
and intuitive example structure, with human-readable configuration 
files, annotations, and concise instructions for adaptation and con-
tribution, ensures the extensibility of the system (R3). While we 
are aware, that the number of participants in the expert interview is 

limited and provides only initial insights, the results are promising. 
Due to the nature of free exploration of DaVE, some features were 
less thoroughly explored than others. Ideally, we hope to gather 
more feedback once the resource is available to a broader audience 
and has a larger number of examples added, enabling long-term 
refinement. Currently, our examples are based on ParaView imple-
mentations, but we aim to cover a broader variety of approaches in 
the future. The current strategy for establishing DaVE as a general 
resource for many communities consists of growing and validat-
ing the approach inside collaborations in a national project before 
expanding its scope to use cases from interested groups outside. 
Maintaining such a resource is a multifaceted challenge. Ensur-
ing continued relevance of information in DaVE involves updating 
outdated examples and adding new ones for emerging techniques. 
With a growing database, this task becomes insurmountable for 
a small group of maintainers but should be manageable with ac-
tive community participation. With increasing user and contribu-
tor base, the diversity of target environments is likely to increase 
as well. Testing the entries of DaVE against every possible use 
case seems unpractical, but would greatly improve the relevancy 
and usefulness of the resource. Currently, we rely on a community-
driven approach, where problems with examples can be reported 
in the issue tracker of the accompanying repository. Furthermore, 
it has to be ensured that the technical infrastructure, including the 
website and repository, is kept up-to-date and working while highly 
requested features have to be integrated. The longevity of this re-
source is ensured through a national long-term project dedicated to 
building and maintaining such infrastructure. 

6 CONCLUSION AND FUTURE WORK 

In this work, we introduced DaVE - a curated database of visual-
ization examples, which aims to provide domain scientists work-
ing on HPC infrastructure a simple way to find, explore, and ap-
ply state-of-the-art visualization techniques in their projects. Af-
ter evaluating challenges and needs of users within a large national 
HPC research collaboration, we designed DaVE based on three re-
quirements: A user-friendly system to browse and find visualiza-
tions, adaptable containerized examples for easy integration across 
diverse hardware configurations, and the option to easily extend the 
database, such that it can become a community-driven project. It 
is accessible via a simple yet easy-to-navigate web interface and 
provides information and resources based on user search queries. 
While the current example size is limited, a preliminary evalua-
tion with expert users yielded promising results, pointing toward 
the utility of DaVE. Now that DaVE is publicly available, we hope 
that it results in more requests from users as well as support from 
the visualization community to help it grow. 

In the future, we will continue working on DaVE by incorporat-
ing additional and extending existing examples. While the expert 
evaluation already led to a list of potential improvements, we plan 
to incorporate further feedback from users for possible design and 
usability enhancements as well as new features: Automation pro-
cesses might be used to regularly find and update entries similar to 
Oppermann et al. [19]. A search wizard might guide users to more 
precise intention statements, allowing for more appropriate search 
terms and technique selections. We will also explore how machine-
learning-based recommendation systems might benefit the system. 
Further, we are exploring the idea of developing an API that allows 
developers to get access to search results and resources, allowing 
the integration of DaVE results into existing software stacks. 
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