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Figure 1: Visualizations of data sets with up to 50 million data points using increasing reference set sizes. We show the results for
popular dimensionality reduction techniques: MDS, PCA, t-SNE, UMAP, and autoencoder. The number above each plot shows the
reference set size used for creating the initial reference projection.

ABSTRACT

Dimensionality reduction (DR) is a well-established approach for
the visualization of high-dimensional data sets. While DR methods
are often applied to typical DR benchmark data sets in the litera-
ture, they might suffer from high runtime complexity and memory
requirements, making them unsuitable for large data visualization
especially in environments outside of high-performance computing.
To perform DR on large data sets, we propose the use of out-of-
sample extensions. Such extensions allow inserting new data into
existing projections, which we leverage to iteratively project data
into a reference projection that consists only of a small manageable
subset. This process makes it possible to perform DR out-of-core
on large data, which would otherwise not be possible due to mem-
ory and runtime limitations. For metric multidimensional scaling
(MDS), we contribute an implementation with out-of-sample pro-
jection capability since typical software libraries do not support it.
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We provide an evaluation of the projection quality of five common
DR algorithms (MDS, PCA, t-SNE, UMAP, and autoencoders) us-
ing quality metrics from the literature and analyze the trade-off be-
tween the size of the reference set and projection quality. The run-
time behavior of the algorithms is also quantified with respect to
reference set size, out-of-sample batch size, and dimensionality of
the data sets. Furthermore, we compare the out-of-sample approach
to other recently introduced DR methods, such as PaCMAP and
TriMAP, which claim to handle larger data sets than traditional ap-
proaches. To showcase the usefulness of DR on this large scale, we
contribute a use case where we analyze ensembles of streamlines
amounting to one billion projected instances.

Index Terms: Dimensionality reduction, out-of-core, out-of-
sample, evaluation.

1 INTRODUCTION

Dimensionality reduction (DR) is a popular visualization approach
to gain insight into inherent structures of high-dimensional data
in different domains. However, applying DR to large data sets
consisting of millions of instances is challenging or even infeasi-
ble for some methods, such as multidimensional scaling (MDS)
that scales quadratically in computational effort with the number
of data points.



In this paper, we address the problem of DR for large data, such
as high-dimensional biomedical data consisting of millions of indi-
vidual observations. There are many DR techniques, with principal
component analysis (PCA), uniform manifold approximation and
projection (UMAP), and t-distributed stochastic neighbor embed-
ding (t-SNE) being popular examples. Although there are some
DR techniques that were developed to overcome the performance
issues, such as TriMap [1] and pairwise controlled manifold ap-
proximation projection (PaCMAP) [47], they are still often limited
by the available memory. Existing methods have been evaluated
in the literature with data sets consisting of up to 20 million in-
stances [4, 41], usually taking hours to compute and some requiring
hardware exceeding consumer standards, e.g., 128+ GB of RAM.

In this paper, we use similarly sized data sets for comparability
but also show that our approach is feasible for data sets comprised
of 1 billion instances using around 240 GiB of memory. We resolve
the memory problems by using out-of-sample (OOS) extensions of
the DR methods. OOS extensions allow us to successively sup-
plement an existing DR with new samples that are processed with
respect to the existing projection. Depending on the DR technique,
the implementation of OOS extensions can vary widely. While it
is trivial to project new data points with PCA, the process is more
complex with techniques like UMAP and t-SNE. Using OOS ex-
tensions usually not only lowers memory requirements but also re-
duces runtime because fewer data point comparisons become pos-
sible. However, this also leads to a loss in DR quality since less
data is available to create the initial low-dimensional representa-
tion. Often, this trade-off is primarily influenced by the size of the
already existing low-dimensional representation, which is then em-
ployed for processing subsequent OOS batches. We primarily use
the term projection for the low-dimensional representation in our
work, yet other terms, such as embedding, are also commonly used
in the literature.

We provide a framework description enabling DR to be per-
formed out-of-core by leveraging OOS extensions and making it
viable to process data that does not fit into memory. Our main
contribution is an extensive evaluation of OOS extensions for sev-
eral DR methods using this framework: (metric) MDS [23], PCA,
UMAP [28], t-SNE [44], and autoencoder [14], spanning DR tech-
niques of different categories used for various purposes. The evalu-
ation includes popular quantitative and qualitative measures of the
projection quality of the DR methods. Figure 1 shows examples of
the DR techniques applied to various data sets. We also conducted a
runtime evaluation of the decrease in computational effort when us-
ing OOS extensions compared to the default use of DR techniques.
In addition, we provide a description of a generalized framework
for performing DR with OOS extensions to process large data out-
of-core. Our approach can thus be applied to other DR techniques
supporting OOS extensions.

Therefore, this paper aims to provide guidance when choosing
the number of data points for the initial DR computation to balance
the necessary computational effort and the resulting quality when
employing OOS extensions with large data sets.

Furthermore, we provide supplemental material [37] containing
additional figures, code to reproduce figures of this paper, and our
own implementation of MDS with OOS extension.

2 RELATED WORK

We discuss related previous work that addresses the challenges of
large data DR in general and specific approaches relying on and
evaluating OOS extensions.

DR for Large Data There are several efforts to make DR ap-
plicable to large data. While we specifically propose using OOS
extensions, others developed DR algorithms with a focus on perfor-
mance or provided optimized implementations of existing DR algo-
rithms, such as ports to the GPU. One of those techniques is Pair-

wise Controlled Manifold Approximation Projection (PaCMAP) by
Wang et al. [47]. They applied PaCMAP to data sets such as KDD
Cup ’99, which contains over 4,000,000 data points. While conven-
tional DR methods such as UMAP or t-SNE either failed because
they ran out of memory or took longer than 24 hours to finish,
PaCMAP could transform large data sets in a reasonable amount
of time.

Another method is TriMap [1], which is also able to process large
data sets with slightly higher runtimes. The authors of the TriMap
publication also tested the method with data sets of up to 11 million
data points. In both publications, UMAP and t-SNE tended to fail
or exceed the 12-hour time limit at around a data set size of 1 mil-
lion data points. While both papers used the UMAP implementa-
tion of McInnes et al. [29], TriMap relied on Multicore-TSNE [42]
and PaCMAP on the Scikit-learn t-SNE implementation [34] for
the comparison. LargeVis [41] was specifically designed to reduce
the computational cost of t-SNE. Similar to the other two methods
mentioned, LargeVis was evaluated using data sets with millions of
data points. Zhu et al. [49] improved LargeVis, achieving higher
performance with similar visualization quality.

One could also use parametric DR methods, which are intrinsi-
cally able to perform OOS projections by learning an explicit func-
tion to map points from the high- to low-dimensional space, to per-
form DR with large quantities of data. There have been proposals
of parametric extensions for multiple non-parametric DR methods,
such as t-SNE [43] and UMAP [39], which use neural nets to learn
the function. Hinterreiter et al. [19] introduced a framework mak-
ing parametric extensions generally available for DR techniques, as
such extensions are not formulated for every DR method. While
the parametric variants of t-SNE and UMAP provide high-quality
projections, it is also noted that parametric versions of DR methods
also come with more hyperparameters that have to be adjusted. In
our paper, we use and evaluate OOS extensions instead of paramet-
ric extensions of DR methods to project OOS data points.

As implementation details also dramatically influence the feasi-
bility of DR methods, there were different attempts to gain perfor-
mance enhancements. A way of achieving this is GPU porting of
the techniques, which exist for t-SNE [9, 30] and UMAP [32]. The
authors could achieve a speedup of up to 700 times compared to the
single-core Scikit-learn implementation and up to 100 times com-
pared to the original multi-core UMAP implementation. We also
use parallelization for the MDS algorithm by implementing its gra-
dient descent scheme on the GPU. Typical quality metrics of DR
algorithms, such as stress or trustworthiness, often suffer from poor
algorithmic scalability [38] as they rely on pairwise comparisons.
Therefore, Nolet et al. [32] also ported the trustworthiness compu-
tation to the GPU. The implementation works in batches to save
memory. We continue this approach with the GPU-based imple-
mentations of the metrics described in Section 3.2.3. An alternative
approach to dealing with the slow runtime of metrics is to only eval-
uate a subset of the whole DR computation. This approach was used
by Kobak and Berens [22]. In contrast, we evaluate the complete
DR computation with the GPU-based computation of the metrics to
obtain more accurate and reliable insights.

Use and Evaluation of OOS Extensions OOS extensions
are available for many DR methods that do not intrinsically support
the transformation of new data points to the lower dimension with
respect to the existing projection. While it is often mentioned in
the literature that the use of OOS extensions might lead to lower
quality [31, 33], a comprehensive study of the effects of using OOS
extensions is lacking to the best of our knowledge.

However, there are proposals and corresponding evaluations of
individual OOS extensions. One such extension was presented by
Bengio et al. [6], where they introduced an OOS framework by
learning the corresponding eigenfunctions. Similar to our evalua-
tion, they evaluated the framework with different training set sizes.



Gisbrecht et al. [17] proposed kernel-based methods to obtain OOS
extensions and demonstrated these for t-SNE. They presented three
different methods and evaluated each of them with different train-
ing set sizes. Yet, their evaluation was limited, as they only tested
three different training set sizes. Zhang et al. [48] extended the
approach of kernel-based OOS extensions, as they identified weak-
nesses when processing outliers by introducing so-called bi-kernel
t-SNE. They performed a more extensive evaluation of their ap-
proach, as they used multiple metrics to measure the quality of their
approach and compare it to other state-of-the-art DR methods. In
addition, they conducted a runtime evaluation.

We base our evaluation on these previous works. Many differ-
ent quality metrics are available for quantifying projection quality,
focusing on different DR aspects. Comprehensive studies of such
measures are provided by Espadoto et al. [13], Gracia et al. [18],
and Nonato and Aupetit [33]. These works comprise over 20 qual-
ity metrics categorized into local and global measures. We utilize a
selection of them to quantify the projection quality of our proposed
algorithm with metrics from both categories.

3 METHODOLOGY

Our methodology consists of two parts: a framework with a high-
level algorithm to compute DR with OOS extensions for any DR
method and our evaluation approach.

3.1 Computational Framework
We provide a generalized formulation of the OOS projection frame-
work to perform DR on large data sets of many observations, allow-
ing us to plug in any DR method that has an OOS extension. The
pseudo code is listed under Algorithm 1.

Algorithm 1 Projection with random subset reference
1: var nref ▷ reference size
2: var nbatch ▷ batch size
3: procedure PROJECT(X , Φ) ▷ X : data set, Φ: DR method
4: Xa← nref random points of X
5: Ya, β ←Φ(Xa) ▷ β : learned parameters
6: Xr← X \Xa ▷ Xr: remaining data
7: for i ∈ {1 . . . ⌈len(Xr)/nbatch⌉} do ▷ project batches
8: Xb(i)← i th subset of Xr
9: Yb(i)←Φβ (Xb(i)) ▷ parameters β stay fixed

10: end for
11: return Ya ∪ Yb(1) ∪ . . . ∪ Yb(nbatch)
12: end procedure

A DR method in this framework is a procedure that takes a high-
dimensional data set X as input and maps it to a low-dimensional
representation Y while learning the set of parameters β for the map-
ping: Y,β ← Φ(X). The details and semantics of the parameters
depend on the DR method. For PCA, β is the set of eigenvec-
tors; for an autoencoder, it is the set of weights and biases; and
for MDS, β is the discrete mapping X → Y itself. When the map-
ping has been learned, the parameters can be reused to map more
data points, which we call the OOS projection: Y ′←Φβ (X

′). This
results in a mapping X ′→ Y ′ that is consistent with X → Y .

The parameter β determines the amount of information avail-
able about the underlying high-dimensional space, providing a way
of controlling the trade-off between the projection quality and time
necessary to map OOS data. A set β of large cardinality may cap-
ture more information but come at higher computational costs for
subsequent OOS projections. Note that the parameters β do not
change when performing the OOS projection, even though it may
be possible in general. Also, the points in the OOS batches cannot
“see” each other, i.e., relationships between points of the OOS sets

are not taken into account. This is an important detail that provides
deterministic behavior independent of batch size and order.

The algorithm starts by creating a small random subset Xa of
the data points. The subset is then used to learn the mapping to
low-dimensional space. The rest of the data Xr is then split up into
batches Xb(i) and mapped via OOS projection with the learned pa-
rameters. This means that the mapping Xa → Ya is used as a ref-
erence for the projection. Hence, we call the initial subset the ref-
erence set similar to the training set in machine learning contexts.
While splitting into batches is unnecessary from a theoretical point
of view, practically, this is key to arriving at an out-of-core algo-
rithm. The batch processing keeps the memory requirements of the
individual DR methods low, and it allows for loading data in parts
subsequently from external memory.

3.2 Evaluation
To evaluate the proposed algorithm, we test it with several DR
methods that have an OOS extension. Our selection of DR methods
includes some of the most popular algorithms and covers different
data qualities that are preserved or optimized for, as outlined in Ta-
ble 1.

Table 1: DR methods used in the evaluation of the OOS framework.

Method Optimizes for Linear β

PCA reconstruction err. yes eigenvectors
MDS global distances no Xa→ Ya
t-SNE local neighborhood no Xa→ Ya, kNN
UMAP local nb., global dst. no Xa→ Ya, kNN
Autoencoder reconstruction err. no weights, biases

In the evaluation, we use a systematic approach to gain insight
into the quality, runtime, and memory usage of the OOS framework.
A key factor is the size of the reference set Xa used to learn β .
Thus, we report results for varying sizes of Xa. We also compare to
the baseline without OOS extensions, i.e., where all data points are
projected at once.

3.2.1 Out-of-Sample Extensions

The selected DR algorithms use different mechanisms to support
OOS projection. PCA and the autoencoder learn a parametric
mapping and give an explicit function to map the data, which
serves as Φβ (·). For metric MDS, we use the process of per-
forming stress minimization for a single point while keeping all
others fixed, referred to as single scaling in the literature [3, 26],
to perform the OOS projection of a single point. The gradient
for an OOS point x′ with respect to the points xi of the reference
set Xa and corresponding low-dimensional points yi is given as
δ = ∑i

(
1− d(x′,xi)/∥y′− yi∥

)
· (y′− yi), with dissimilarity func-

tion d(· , ·). A similar mechanism has been proposed for t-SNE [7],
which leverages informed initialization based on the OOS point’s
k-nearest neighbors (kNN). The implementation we employed ap-
proximates kNN and uses interpolation-based t-SNE [27] to boost
performance on large data sets. To the best of our knowledge, the
OOS extension for UMAP is not described explicitly in the liter-
ature. However, similar approximate nearest neighbor mechanics
can be found in UMAP’s source code [29].

3.2.2 Data Sets

We conduct the evaluation with large data sets of up to several mil-
lions of data points; see Table 2. While these data sets are not partic-
ularly large in the sense of large data analysis and the visualization
community in general, they are large in terms of what modern DR



Table 2: Data sets used in the evaluation of the OOS framework.

Name Data points Class count Dim. Source

EMNIST/Digits 280,000 10 784 [11]
Covertype 581,012 7 54 [8]
Tornado 2,097,152 1 3 [12]
Flow Cytometry 3,176,162 1 23 [5]
KDD Cup ’99 4,898,431 23 41 [40]
Higgs 11,000,000 2 28 [2]
Hurricane Isabel 50,000,000 2 13 1,2

methods can handle within hours of computation and limited mem-
ory. Although even much larger data sets would be possible with
our OOS framework, we chose to stick to these data sets because
they have already been covered in the DR literature. The metric-
based evaluation also becomes challenging with respect to runtime
with increasing data set size, which is another reason for us to stick
to these sizes.

The evaluation data sets were chosen to cover a wide range of
data sources, application areas, and data characteristics. The EM-
NIST/Digits data set contains 28×28 pixel images of handwritten
character digits split into ten classes. Covertype shows forest data
in the US, where each data point represents a 30 m×30 m patch de-
scribing the cover type. The Flow Cytometry data set consists of
fluorescence information acquired via the process of flow cytom-
etry. Tornado is a uniformly sampled version of a synthetic 3D
vector field representing a tornado. KDD Cup ’99 contains network
data observations, including properties such as the protocol type
and duration, which are categorized into normal and different types
of intrusions. The data points of the Higgs data set represent two
classes of signal processes: one that produces Higgs bosons and one
that does not (background). Hurricane Isabel from the IEEE Visu-
alization Contest 2004 consists of time-varying multidimensional
data on a 3D uniform grid that represents simulated environmental
variables as a hurricane travels across the land. We only use two
time steps out of 48, amounting to 50 million data points.

3.2.3 Metrics
We use common quality metrics to measure the quality of OOS ex-
tension techniques. The metrics are often categorized as local or
global ones [33, 18]. As the OOS framework is evaluated with dif-
ferent DR algorithms optimizing for different goals, we use metrics
of both categories to provide comprehensive insights. Moreover,
we use qualitative result inspection [20] to evaluate the types of
quality of the projections that metrics cannot capture.

Global Metrics The stress metric [24] is defined as√
∑i ̸= j(di j−∥yi− y j∥)2

/
∑i ̸= j(d2

i j), where di j is the measure of
dissimilarity of the high-dimensional points xi and x j that is com-
pared to the Euclidean distance of corresponding low-dimensional
points yi and y j. In our case, di j = ∥xi−x j∥. Thus, stress measures
the preservation of pairwise distances, where small stress indicates
good preservation, with 0 being the ideal value. The metric is not
bounded by a maximum value as it is scale-dependent. The stress
calculation suffers from quadratic time and memory complexities
due to its dependency on the pairwise distance matrix. Therefore,
we perform the calculation in batches on the GPU.

Similar to Geng et al. [15], the Pearson correlation coefficient is
used to calculate the correlation between di and d̂i, which represents
the i-th distance entry of the flattened low- and high-dimensional
distance vectors. A higher value indicates a higher correlation,

1vis.computer.org/vis2004contest/
2vets.ucar.edu/vg/isabeldata/

with 1 being the best possible and 0 being the worst possible value.
We chose the Pearson correlation coefficient instead of the Spear-
man rank correlation coefficient due to performance considerations
when evaluating large projections. As the stress metric is scale-
dependent and the Pearson correlation coefficient is not, we can
compare how far clusters spread out in the projection with the stress
metric. With the Pearson correlation coefficient, it is then possible
to compare the projections independently of how spread out the
projection is.

Local Metrics The following local metrics provide a parame-
ter k, determining how many neighbors are taken into account when
computing the metric value. As we apply the quality measures to
larger data sets than in most other DR publications, we chose to
consider larger neighborhoods (i.e., k = 100) than most other pub-
lications and metric implementations. This results in measuring a
neighborhood containing 0.005% of all points of a data set with
2 million points, separating it from global measures.

The KNN precision [22] metric measures the accordance be-
tween the neighborhoods of a point in the low- and high-

dimensional space. It is defined as ∑i
1
k ·Hki∩Lki

n , where k denotes
the number of neighbors considered, n the number of data points,
Hki the indices of the k-nearest neighbors of the high-dimensional
point xi, and Lki the indices for the corresponding low-dimensional
point yi. The metric is again bounded to [0,1], where higher values
indicate an increased neighborhood overlap between the low- and
high-dimensional representation.

The trustworthiness metric [46] is defined as
1 − 2

nk(2n−3k−1) ∑
n
i=1 ∑ j∈Uk(i)

(r(i, j) − k). The set Uk(i) con-
tains the low-dimensional elements that are in the set of k closest
neighbors of yi but not in the set of the closest neighbors of the
same point in the higher-dimensional space. r(i, j) yields the index
of the low-dimensional point y j in the nearest-neighbor ordering of
the neighbors of the point yi. As a result, the metric measures how
well the local neighborhoods are preserved, where higher values
indicate better local neighborhood preservation. Similar to the
stress metric, the trustworthiness metric is calculated in batches on
the GPU using the cuML library [36].

4 COMPUTATIONAL COMPLEXITIES

The DR techniques evaluated have different runtime and memory
complexities, which could possibly be improved using the OOS
extension framework described above. In this section, we discuss
asymptotic complexity as a measure of the algorithmic scalability
of the visualization techniques [38]. Regarding scalability with the
number of data points n, MDS is in O(n2) for both time and mem-
ory, due to its dependency on pairwise distances [16]. Similar to
MDS, a time and memory complexity of O(n2) is reported for t-
SNE [44]. According to McInnes et al. [28], UMAP has an ap-
proximate runtime complexity of O(n1.14). With respect to n, PCA
scales linearly for the computation of the covariance matrix (when
dominated by n), and the eigendecomposition is independent of n.
Its memory complexity is only dependent on the number of dimen-
sions. The time for training an autoencoder scales linearly with
n [45]. The memory complexity depends on the encoder’s architec-
ture, which is also independent of the number of data points.

Our framework is designed to generically bring the computa-
tional effort down, making it possible to run demanding DR meth-
ods and large data sets on consumer-grade computers. The algo-
rithmic time complexity of our framework can be described as

O(ΦRT(nref))+O(ΦRT
β

(nbatch) ·batch count), (1)

where ΦRT is the function that calculates the DR method’s runtime
and ΦRT

β
represents the runtime of the method’s OOS projection op-

eration. This is because the reference projection has to be created

vis.computer.org/vis2004contest/
vets.ucar.edu/vg/isabeldata/


first, and then each batch is projected sequentially using the infor-
mation from the reference projection. The time complexities are de-
pendent on the specific DR method used, yet the time complexity of
each batch projection is equal due to constant batch sizes. This also
applies to the memory requirements, as we do not need to compute
on the whole data set at the same time. Consequently, the mem-
ory requirements are constantly O(ΦM(nref))+O(ΦM

β
(nbatch)) for

each individual batch projection, where ΦM and ΦM
β

are the func-
tions to calculate the memory requirement of the respective DR
method. Please note that complexities for Φ and Φβ are possi-
bly unequal. For PCA and the autoencoder, the OOS projection
via Φβ is approximately in O(nbatch), since the data only needs to
be transformed via their explicit projection function. In MDS, the
points in the OOS set are only compared to the reference set but not
among themselves, resulting in a time complexity of O(nref ·nbatch).
Similarly, the t-SNE and UMAP implementations ignore relations
within the OOS set.

5 EXPERIMENTS

In the following, we demonstrate how the framework performs with
the described data sets and various DR techniques. We highlight
both qualitative and quantitative results by inspecting the projec-
tions and including the results of the metric values. Furthermore,
we show how the runtime changes with increasing reference set
sizes and how the techniques compare to each other.

5.1 Setup and Implementation

Our benchmarks were run on a workstation equipped with an AMD
Ryzen Threadripper PRO 3995WX with 64 CPU cores, an NVIDIA
RTX A6000 GPU with 48 GiB of VRAM, and 251 GiB of RAM.
This is not a consumer-grade computer, and the OOS framework re-
quires much less computing resources. However, a potent machine
was required for large projections with regular DR methods and the
computation of quality metrics. The software environment used
for running and evaluating the DR techniques was implemented
in Python with Numba [25] compiled functions for performance-
critical sections. We used the UMAP implementation of the umap-
learn library [29], the openTSNE library [35] for t-SNE, scikit-learn
[34] for PCA, and keras [10] for the autoencoder.

Since an MDS implementation with an OOS extension is miss-
ing in popular DR libraries, we provide our own implementation
that can be applied in an out-of-core fashion with GPU-accelerated
gradient descent, which can be found in the supplemental mate-
rial [37]. We used standard hyperparameter settings if provided by
the corresponding DR libraries. We set the number of iterations to
350 for UMAP, which is the maximum it defaults to for large data
sets. For MDS, we chose a fixed number of 500 iterations with a
step size of 10−4 to strike a balance between good quality results
and reasonable runtime. The autoencoder models used in the eval-
uation were inspired by the models from the literature [14], where
ReLU activation functions are used in the encoder- and decoder
layers, linear and a sigmoid activation function in the last layers.

5.2 Reference Set Size Quality Trade-off

In this subsection, we evaluate the projection quality with respect to
different reference set sizes. Figure 1 shows the impact of reference
set size for combinations of different DR methods and data sets.
The number in each cell of the figure refers to the reference set size
used to create the corresponding projection. To restrict the runtime
of MDS to a reasonable range, we decided to limit the set size to
213+ 212 data points. To substantiate the qualitative observations,
we include metric values in Figure 2. Since the metric computa-
tions become increasingly slow with large data sets, we present the
metric values for the smaller data sets of our collection (Table 2):
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Figure 2: Metric values for increasing reference set size for the EM-
NIST, Covertype, and Flow Cytometry data sets. The x-axis uses a
logarithmic scale for the reference set sizes, and the y-axis displays
the corresponding metric values.

EMNIST, Covertype, and Flow Cytometry. We include metric val-
ues for the reference and whole projections, providing insights into
OOS projection performance.

In Figure 1, it can be seen that the projections, in general, be-
come more consistent with increasing reference set size. MDS ap-
pears consistent pretty early on. Even with 128 data points, the
global overall point arrangement is already visible. This is also ob-
servable in the stress metric results, where the values stabilize at
a size of 1,024. Both the stress and correlation coefficient metrics
show a larger discrepancy between the projection of the reference
set and the whole projection when using small reference set sizes.
The local measures indicate that the projections also tend to have
higher accordance between the low- and high-dimensional neigh-
borhoods with larger reference set sizes. However, local measures
are less meaningful for MDS than global measures.

For PCA, the structure of the Flow Cytometry data set projection
is already well visible for the smallest reference set. However, dif-
ferent rotations of the data set are noticeable, showing that the prin-
cipal vectors still vary for sizes up to 16,384. The smaller changes
in the projections of PCA, when compared to the other methods,
are also reflected in the corresponding metric values, where almost
no changes are visible. Nonetheless, with very small reference sets,
there are some minor weaknesses, as can be seen in the stress and
trustworthiness values of the EMNIST data set (Figure 2).

The projections created with t-SNE and UMAP show the most
variation throughout the different reference set sizes, which we
think is an effect of overfitting on small reference sets. Due to
their objective of preserving local neighborhoods, they typically
also show higher values of trustworthiness and KNN accuracy with
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Figure 3: Heat maps of the projections of the Flow Cytometry data
set with t-SNE and UMAP. The color bar label shows the number of
data points in the most populated area.

small reference sets compared to the other methods (see Figure 2).
The KNN metric increases more drastically with larger reference
set sizes, which is especially noticeable with the Covertype data
set. The plot also shows that the KNN metric for the reference set
and the whole projection converge, which is expected since the ref-
erence set size approaches the actual data set size. The correlation
coefficient measure shows larger differences between the reference
set sizes, getting worse for the EMNIST and Covertype data sets
with both techniques. These more drastic changes are also reflected
in the projections itself, which continuously change with increas-
ing reference set size. Both techniques tend to form more distinct,
compressed clusters with smaller reference sets. This can be seen
in the purple clusters of the KDD Cup ’99 data set, both clusters
of the Hurricane data set, and in Figure 3, where we include heat
maps of the Flow Cytometry data set created with UMAP and t-
SNE. It can be seen that with both methods, the point distribution
in the projections becomes increasingly spread out. This is also ap-
parent in the heat maps, where the densest regions drop from over
30,000 samples per tile to under 5,000 and from over 17,000 to
under 8,000, respectively. The heat maps also indicate that t-SNE
seems to generate more compressed clusters than UMAP, which is
likely the consequence of UMAP optimizing more for global rela-
tionships than t-SNE. While it may seem that larger reference sets
lead to better global distance relationship preservation with both
techniques, the global stress and correlation coefficient measures
contradict this observation.

The results of the autoencoder are more inconsistent than those
of the other techniques. With the smallest reference set size, the
data points in the projection of the EMNIST data set are arranged
in a point cloud, then become line-shaped, and starting from 4,096
data points, the expected distinct separation of classes becomes vis-
ible. This behavior is also reflected in the metric values of the other
data sets. While the other techniques tend to show a slow and steady
improvement or decline, there are larger fluctuations in the autoen-
coder metrics. This leads to the conclusion that the training process
of the autoencoder is influenced more significantly by the size of the
reference set than those of the other DR methods. While the global
quality metrics might imply that the projections become worse with
larger reference sets, both local metrics show better results.

5.3 Trade-off Between Reference Set Size and Runtime
We measure the time consumed by the DR methods using different
reference set sizes. We use a synthetic data set consisting of four
isotropic Gaussian blobs with 1,000,000 instances in total, which is
varied in the number of dimensions to capture the relation of dimen-
sionality to runtime. In our experiment, we use dimensionalities of
64, 512, and 2,048, which are chosen based on the dimensionality
ranges of typical data sets used for DR. We use reference set sizes
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Figure 4: Runtime (in seconds) needed for the projections for vary-
ing reference set sizes. The x-axis uses a logarithmic scale for the
reference set sizes. The line colors refer to the dimensionality of the
projected data set.

similar to those in the quality trade-off experiments. The OOS pro-
jections were performed in batches of 100,000 data points, except
for MDS, where we used 1,000 points per batch due to GPU mem-
ory limitations. We include the results of the runtime evaluation in
Figure 4 and Figure 5. The left column of Figure 4 shows the time
necessary to compute the reference projection, and the middle col-
umn the time needed for the projection of the OOS batches. The
right column shows the total time necessary for the whole projec-
tion. We divide the times by the number of points projected in the
left and middle columns to get a comparable unit of time per point.

In the runtime graph of MDS, it can be seen that the time to
project subsequent batches increases up to over 0.1 seconds per
point. The runtime of the reference set projection shows a similar
effect, where the time per point rises from under 2 milliseconds to
over 6. The projection runtime increases with dimensionality. Yet,
the influence is negligible, as the dimensionality only affects the
computation of the high-dimensional distance matrix, which is pre-
computed once before the optimization process of each OOS batch.

The per-point projection runtime of OOS batches with PCA does
not significantly increase with larger reference sets, which results
from only needing to apply a single matrix multiplication on the
OOS batches. We can see that the total runtime slightly increases
to over 6 seconds with the largest reference set and the 2048-
dimensional data set, which can be attributed to the overhead of
processing a larger reference set.

The openTSNE library varies hyperparameter settings depend-
ing on the input data, influencing the runtime behavior of the algo-
rithm. Thus, we decided to always use the approximate neighbor
search and employ interpolation-based t-SNE in this experiment to
obtain more consistent results. The runtime behavior shows that
with increasing reference set sizes, the mean time to project an in-
dividual point steadily and quickly decreases. The OOS batch pro-
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Figure 5: The time necessary to project a point with batches of vary-
ing size. The time is measured with the three different reference set
sizes per technique (see the legend).

jection runtime is not influenced by the size of the reference set, as
the runtimes per point are almost constant with all data set dimen-
sionalities. Despite that, the overall runtimes increase with larger
reference sets.

The runtime behavior of UMAP in the reference set projection
process is hardly influenced by the dimensionality. In contrast, the
times necessary for the OOS projections are affected more substan-
tially by the dimensionality of the synthetic data set. The per-point
runtimes for the 64-dimensional data set are low for all reference
set sizes, while they increase to over 0.03 seconds for the 2048-
dimensional data set with the largest reference set. The total run-
time of the projection is, therefore, also sensitive to the size of the
reference set, showing an increase from under 1 second to over
20,000 seconds for the 2048-dimensional data set.

The autoencoder runtimes of the OOS batch projection are com-
parable to those of PCA and t-SNE. While the autoencoder itself
is slower than PCA and faster than t-SNE, the overall runtime pro-
gression is similar, as the times do not increase with larger reference
sets. This is expected since transforming new samples into the low-
dimensional space is independent of the size of the reference set
once the network is trained. Yet, the training process runtime is de-
pendent on the size and dimensionality of the reference. We can see
that the training runtime per point decreases marginally in the first
five projections before stabilizing.

In Figure 5, we show the time necessary to perform DR with an
individual batch of varying sizes. We use the same synthetic data
set with 32 dimensions. It can be seen that the time to project one
point decreases with the size of the batch with each technique, ex-
cept for PCA in the last step and MDS with increasing times for
larger batches. The runtime results of MDS and UMAP indicate
that they are more sensitive to the reference set size when it comes
to the projection of subsequent OOS batches. This is in accordance
with the results shown in Figure 4, where the per-point times of
the projection are almost constant with PCA, t-SNE, and the au-
toencoder with increasing reference set sizes. While the batch pro-
jection times increase with larger reference set sizes using MDS,
UMAP generally took the longest with the small reference sets.

6 COMPARISON TO LARGE-SCALE DR METHODS

In this section, we compare the OOS framework with UMAP to
the large-scale DR methods TriMAP [1] and PaCMAP [47], both
with respect to quality measures and runtime, using the KDD Cup
’99 and Tornado data sets. In Table 3, we include the metric re-
sults of the comparison, in Table 4 the corresponding runtimes, and
in Figure 6 the projections of the Tornado and KDD Cup ’99 data
sets. The figure shows that the projections of UMAP and PaCMAP

Table 3: Results of comparing UMAP and the OOS framework with
other state-of-the-art DR methods for large data with the KNN (local)
and correlation coefficient (global) quality measures. The best two
results per data set and metric are marked in bold. Additionally, the
results of running UMAP with 1,000 iterations are included in paren-
theses.

Tornado KDD Cup ’99

Method (Ref. Set) KNN Corr. Coeff. KNN Corr. Coeff.

UMAP (4,096) 0.036 (0.27) 0.165 (0.14) 0.017 (0.02) 0.508 (0.54)
UMAP (65,536) 0.275 (0.48) 0.097 (0.13) 0.094 (0.11) 0.579 (0.40)
UMAP (262,144) 0.363 (0.51) 0.074 (0.11) 0.146 (0.16) 0.523 (0.17)
UMAP 0.370 (0.35) 0.386 (0.007) 0.153 (0.18) 0.374 (0.35)
TriMAP 0.271 0.098 0.001 0.696
PaCMAP 0.522 0.879 0.207 0.768

Table 4: Results of comparing the runtimes of UMAP and the OOS
framework with other state-of-the-art DR methods for large data,
which includes both the projection of the reference set and the OOS
batches, if the OOS framework is used.

Runtime [in sec.]

Method (Ref. Set) Tornado KDD Cup ’99 Higgs

UMAP (4,096) 508.82 1,473.15 3,026.46
UMAP (65,536) 514.76 1,829.00 2,693.36
UMAP (262,144) 732.46 3,591.94 2,925.83
UMAP (none) 1,344.07 13,046.95 5,194.33
TriMAP (none) 13,037.25 33,155.39 76,889.32
PaCMAP (none) 9,199.30 20,661.68 65,754.48

are more similar to each other than the projections created with
TriMAP, especially visible in the projection of the Tornado data set.
Wang et al. [47] also noticed a similar effect with the KDD Cup ’99
data set, stating that this is a result of TriMAP primarily preserving
global structure. We can also see a difference in the projection of
the Tornado data set between the UMAP projection with OOS pro-
jection and pure UMAP, where the latter is missing a hole in the
center. A similar result is obtained for the KDD Cup ’99 data set,
where the purple points in the projection without an OOS set are ar-
ranged around the three yellow dots. There still seem to be changes
with UMAP when using larger reference sets than 262,144 with the
given data sets. It is also conceivable that the global structure of the
projections of UMAP with OOS is more similar to the projections
of PaCMAP. The metric values show that PaCMAP tends to per-
form the best both with regard to global and local quality measures.
UMAP, without using the OOS framework, has the second-best val-
ues for the local KNN measure with 0.37 and 0.15. It can also be
seen that in all cases, the KNN metric values increase when the ref-
erence set size is increased, where the best values are scored when
not using the OOS framework. However, the correlation coefficient
metric does not systematically increase when using larger reference
sets, as already observed in previous sections.

TriMAP performs substantially worse with respect to the KNN
measure, especially with the KDD Cup ’99 data set, where a value
of 0.001 is achieved. With the Tornado data set, the KNN metric
value is higher at 0.271, yet it is still lower than the values reached
with UMAP and PaCMAP. Amid and Warmuth [1] also observed
lower values of local neighborhood accuracy with TriMAP com-
pared to UMAP and t-SNE with several state-of-the-art DR bench-
mark data sets. Similar to their findings, TriMAP also performs
well with respect to the global correlation coefficient quality mea-
sure in our experiment with the KDD Cup ’99 data set, where a
value of 0.696 is achieved compared to 0.768 with PaCMAP, which
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Figure 6: Projections of the Tornado and KDD Cup ’99 data sets
in the first and second row, respectively. The projections in the first
column were created with UMAP and a reference set size of 262,144.

is the highest value with this configuration. However, TriMAP
yields lower correlation coefficient values with the Tornado data
set, where it performs slightly worse than UMAP and signifi-
cantly worse than PaCMAP (i.e., 0.098 vs. 0.879), which correlates
with the unproportional positioning of outlier data points visible
in the projection. The comparison between the three DR meth-
ods shows that PaCMAP generally performs the best when com-
pared to TriMAP and UMAP. TriMAP tends to be inconsistent with
its results, while UMAP performs as assumed, where steady im-
provements to projection quality can be expected. We can also see
that the quality of the projection usually increases for larger refer-
ence sets with UMAP, especially with local quality measures. This
shows that with our OOS approach, the reference set size should be
chosen as large as possible while considering memory and runtime
requirements, as the projection is usually of higher quality.

7 USE CASE

In this section, we apply the OOS framework to an example of a
large-scale data set. Our test data set consists of 1 billion stream-
lines that we generated on the fluid simulation ensemble for ma-
chine learning [21]. From the 8,000 flow fields, we used the
first 1,000. For each flow field, we generated 1M streamlines
using fourth-order Runge-Kutta (RK4) integration with step sizes
{0.1,0.2,0.4,0.8} and 32 integration steps each. Our intention was
to use DR to get insights into flow behavior and to be able to char-
acterize the flow fields. To make the streamlines comparable, we
translated their origins to zero and rotated them to consistently start
in the positive x direction before applying DR. To build a refer-
ence set, 100,000 streamlines were generated at random locations
from a small portion of 50 flow fields of the ensemble. The ref-
erence projection was then obtained using t-SNE, where we se-
lected the perplexity parameter so that many clear clusters were
forming. We used the Euclidean distance between the vectors con-
sisting of the streamlines’ x- and y-coordinates (x1,y1, ... ,x32,y32)
as the similarity measure between two streamlines. Since the 1 bil-
lion streamlines that we aimed to OOS project would take approx-
imately 240 GiB of memory, we chose to generate them on-the-fly
and directly pass them in per-flow-field batches to t-SNE for pro-
jection. Thus, we did not need to sacrifice any disk space and could
also simulate an in-situ application of the OOS framework.

Figure 7 shows a heat map of all projected streamlines with log-
scaled color mapping. The projection exhibits many little clusters
that correspond to similarly shaped streamlines. A few of them are
illustrated below the heat map. From examining these patterns, we
get an idea of the projection’s semantics, where very elongated tra-
jectories can be found on the left, and trajectories with little extent
where flow is almost stationary are located on the right. In between,
we can find medium-length oscillating streamlines, where clusters

#011#000

#178 #999#118

Figure 7: (Top) Heat map of all t-SNE-projected streamlines, where
blue indicates low density and red high density. (Middle) For differ-
ent clusters of the projection, 100 of the corresponding streamlines.
(Bottom) Scatterplots of subsets of the projection that correspond to
different flow fields of the ensemble, showing different coverage of
the clusters.

differ in orientation and amplitude of the lines, and also elliptical
patterns with clockwise and counterclockwise winding. At the bot-
tom of the figure, there are scatterplots of a selection of flow fields
that only contain their respective projected streamlines. What can
be observed is that they differ in coverage of the space, i.e., differ-
ent flow fields exhibit different kinds of streamlines and allow us
to characterize them based on the areas of the projection that they
cover. The projection could be effectively used to explore the flow
ensemble when integrated into a visual analytics system, giving an
overview from a streamline perspective and serving as a starting
point for analysis.

The OOS projection of a batch of 1M streamlines took, on aver-
age, 11.8 minutes, of which around 7.4 minutes were used for actual
optimization, and the rest of the time was spent on nearest neighbor
search and computation of affinities between reference and OOS
set. The whole process of reading each flow field from a file, gen-
erating the streamlines, and performing the OOS projection needed
200 hours of computation time, but since the batches are easily par-
allelizable, we ran four concurrently, resulting in 2 days and 2 hours



to obtain the whole projection. However, upon examining the logs,
we observed that improvements in the Kullback-Leibler divergence
were stalling early during the optimizations, meaning that the qual-
ity gain of using many iterations was negligible, and we could have
used only 400 instead of 1000 iterations, which would have saved
us 1/3 of the time.

8 DISCUSSION

In this section, the results of the evaluation of the OOS approach
are discussed, along with limitations and possible future work.

8.1 Discussion of Results

We found that the OOS extensions deliver varying results depend-
ing on the DR technique. While techniques like MDS or UMAP are
sensitive to the size of the reference set both in runtime and qual-
ity, other methods like PCA are not. Despite these differences, we
observed a general increase in quality with respect to metrics mea-
suring local neighborhood preservation. Depending on the tech-
nique, the results of global quality measures were mixed. While im-
provements with DR methods optimizing for preserving global re-
lationships can be seen, both the metric values of t-SNE and UMAP
dropped for larger reference sets. This does not necessarily indicate
worse quality as the techniques work better toward their goal to vis-
ibly separate clusters, as can be seen in the t-SNE projection of the
Hurricane data set. We also noticed that especially the projections
of UMAP still change substantially with some data sets when the
reference set size is larger than 262,144, which has to be taken into
account when using the OOS extension.

We observed improvements in runtime with all techniques when
using smaller reference sets. Again, the results differ depending on
which DR algorithm (i.e., what is learned with β ) and data set are
used. Parametric methods, such as the autoencoder or PCA, can
typically perform OOS projections quickly, as the learned function
can just be applied to the OOS batches again. Substantial improve-
ments in runtime were achieved when using the OOS approach with
the implementations of MDS and UMAP, especially with very high-
dimensional data sets.

Another benefit of using OOS extensions is that memory lim-
itations are no longer an issue, as only the reference set and the
individual OOS batch have to be stored in memory simultaneously.
While we did not conduct a systematic study on the memory re-
quirements of our approach, we were able to project the KDD Cup
’99 data set with 4,898,431 data points with 41 dimensions us-
ing our GPU implementation of MDS on an NVIDIA RTX A6000
GPU, which would not easily be possible without an OOS extension
due to memory constraints. Failures with this data set due to mem-
ory restrictions with techniques like UMAP and LargeVis were re-
ported by Wang et al. [47], which we also were able to circumvent.
While PaCMAP typically performs the best, UMAP with OOS typ-
ically yields better, more reliable results than TriMAP. Noteworthy
is also that the projections of both data sets using the UMAP OOS
extension are arguably more similar in global structure to those of
PaCMAP than UMAP without OOS extension.

We have also seen that speed is not an issue with UMAP with
the hardware used in our state-of-the-art comparison, as the UMAP
implementation, in fact, performed better than both TriMAP and
PaCMAP. Yet, the runtime was even further reduced using the OOS
approach. Based on our evaluation and experience from the use
case, we recommend that the reference projection should be tested
before applying the OOS projection to the whole data set. By test-
ing, we mean examining the emerging structures and checking if
the analysis you aim to do is possible on the small reference sub-
set. We recommend trying to find out which data characteristics are
represented by the different areas of the projection to get an idea
of what insights you can expect to find in the overall projection

later, so you only spend time and compute resources from promis-
ing starting points.

8.2 Limitations

The evaluation of the proposed OOS framework is quite time-
consuming, mainly due to the computation of metrics but also due
to the repeated experiments for different reference set sizes, so we
needed to cut corners. For instance, we did not tune hyperparam-
eters of the DR methods for the specific data sets, e.g., we did not
test different perplexities for t-SNE or the number of neighbors for
UMAP, but we used default parameters most of the time. Also,
for the autoencoder, we used off-the-shelf architectures suggested
in the literature. To keep runtimes foreseeable, we used a fixed
number of iterations and did not employ convergence criteria for
terminating optimizations. Thus, the results we are showing are not
benchmark results to compare methods against each other because
there was no mechanism in place to achieve the best quality with
each DR method. Therefore, the produced projections and timings
are not on a competitive level.

Regarding the limitations of the approach, we think that the ref-
erence set’s projection quality determines the overall quality that is
achievable. We did not evaluate this explicitly, but Figure 2 sup-
ports this hypothesis. When comparing the metric of the complete
projection with the reference projection, it can be seen that they
are on par or converging. In our experiments, the reference sets
were selected randomly, so it is possible that certain patterns of the
data may not be included in the reference and, therefore, cannot be
uncovered for the OOS data. A more informed selection of the ref-
erence set could lead to improved results if the reference, therefore,
becomes more representative of the data. Another limitation by de-
sign is that relationships between OOS points are ignored and that
the underlying projection model (β parameter) is not updated with
OOS points.

8.3 Future Work

There are several other aspects that we want to examine in detail in
the future. To get a comprehensive evaluation of the OOS frame-
work, we need to expand our selection of data sets to cover an
even wider range of domains, sizes, and dimensions. An extensive
benchmark suite for DR methods with OOS extension would be
a valuable contribution for the community to get detailed insights
into achievable quality and performance for various data sets. We
also seek opportunities to apply the OOS framework as part of a
visual analytics system and perform a design study to help solve
real-world large data problems.

9 CONCLUSION

We formulated a generic algorithm for performing out-of-core DR
by leveraging OOS extensions and showed that the proposed ap-
proach makes it feasible to project large data sets. The runtime
performance and resulting quality of selected DR methods were
examined for varying reference set sizes to fathom the trade-off be-
tween speed and quality. We found that some methods were more
sensitive to reference set size and needed larger sets to produce con-
sistent projections, while others produced similar projections with
small reference sets already. With a use case, we showcased the
feasibility of the OOS framework to produce usable results for a
dataset as big as having one billion instances.
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