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Fig. 1. Visualization of an incident report (top) and a summary of the incident report (bottom). (Screenshots do not show real data.)
Incident reports that include dozens of entities and hundreds of relationships benefit from this compact visualization because a table
shows one row for each relationship or event. By using a summary of the incident report, this visualization can be even more compact
and focus analyst attention on the core sequence of events and the relationships between the main victims and attackers.

Abstract—Cyber security logs and incident reports describe a narrative, but in practice analysts view the data in tables where it can be
difficult to follow the narrative. Narrative visualizations are useful, but common examples use a summarized narrative instead of the
full story’s narrative; it is unclear how to automatically generate these summaries. This paper presents (1) a narrative summarization
algorithm to reduce the size and complexity of cyber security narratives with a user-customizable summarization level, and (2) a
narrative visualization tailored for incident reports and network logs. An evaluation on real incident reports shows that the summarization
algorithm reduces false positives and improves average precision by 41% while reducing average incident report size up to 79%.
Together, the visualization and summarization algorithm generate compact representations of cyber narratives that earned praise from
a SOC analyst. We further demonstrate that the summarization algorithm can apply to other types of dynamic graphs by automatically
generating a summary of the Les Misérables character interaction graph. We find that the list of main characters in the automatically
generated summary has substantial agreement with human-generated summaries. A version of this paper, data, and code is freely
available at https://osf.io/ekzbp/.

Index Terms—Summarization, incident reports, dynamic graphs, cyber security

1 INTRODUCTION

Analysts often document and share information about cyber security
incidents in the form of incident reports, which contain a narrative
of the incident. Some cyber security incidents are relatively easy to
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understand because they are small in scope. However, in our work we
see incident reports describing week-long events that contain several
dozen entities and hundreds of relationships, which can make it difficult
for analysts to quickly identify the key entities and events. Additionally,
we are seeing the rise of systems to detect sets of malicious activity [4],
moving beyond simple alerts toward automatically generated incident
reports. This motivates the need to be able to generate easily con-
sumable summaries of long or complicated logs, incident reports, and
related types of cyber narratives.

If the incident reports were purely in natural language then we
could use text summarization techniques [10] to reduce their size,
thereby focusing analyst attention on key entities and relationships.
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Fig. 2. A storyline visualization by Randall Munroe showing a narrative
summary of the Star Wars original trilogy movies. In Munroe’s words,
“The horizontal axis is time. The vertical grouping of the lines indicates
which characters are together at a given time.” [23] This data is a sum-
mary of the movie trilogy narrative instead of the full narrative with all
characters (see the discussion in Sect. 2).

However, incident reports often comprise structured data or extracts
from system logs that are not amenable to traditional automatic text
summarization techniques. This motivates the need to summarize
these data to highlight the primary entities, events, and relationships.
A narrative summary could help orient analysts to the relationships
between the main victims and attackers and then quickly triage incident
reports and remediate incidents, or a narrative summary could provide
an easily consumable overview to brief organization leaders or the
public.

Visualizations, such as storylines [23] or Gantt charts, can show
relational data more compactly than tables. Time-oriented graphical
visualizations similar to these could be effective for analyzing the tem-
poral nature and inter-connectedness of log data and incident reports,
which typically describe some sort of relational data. However, for
large or complex data, analysts may prefer to begin analysis by visual-
izing an overview or summary of the data, which has proven successful
in various contexts [27]. Indeed, we collaborate with a security oper-
ations center (SOC) analyst who told us a summary visualization is
preferable over scrolling through a long table of data. However, even
though prominent examples of storylines show a summarized narrative
instead of the full set of characters and interactions (see Fig. 2), these
summaries appear to be generated manually instead of automatically.

This paper introduces a novel algorithm to summarize cyber security
logs and incident reports for the purpose of generating concise visual-
izations. The summary algorithm shares similarities with extractive text
summarization by extracting the core sequence of events, the primary
entities, and the relationships that connect them. Users can customize
the amount of summarization to near-arbitrary levels. An evaluation
on real incident reports finds that the summaries reduce false positives
and improve average precision by 41% while reducing the average
incident report size up to 79%. An accompanying visualization tool
inspired by Gantt charts displays the resulting summaries in a more
compact manner than tables and earned praise from a SOC analyst
colleague. To demonstrate broader applicability on dynamic graphs, we
use the summarization algorithm to automatically summarize the Les
Misérables character interaction graph. We find substantial agreement
between the characters in this automatic summary and the characters in
human-generated summaries.

This paper’s contributions are:

1. A new algorithm for summarizing temporal relational data, and
an evaluation of the algorithm’s performance.

2. A visualization tool designed to visualize cyber security logs and
incident reports for SOC analysts.

2 BACKGROUND AND RELATED WORK

Narrative, as defined by the Oxford English Dictionary, is ”An account
of a series of events, facts, etc., given in order and with the establishing
of connections between them.” We note differences between narrative
and the concept of dramatic structure, which is often described in many
Western cultures as having a beginning, middle, and end, for exam-
ple by Aristotle in his work Poetics. Whereas narrative is specifically
concerned with the series of events and connections between them,
dramatic structure relates to plot, theme, dialogue, music, conflict, and
other elements [11]. From this perspective, narrative accurately de-
scribes the communication goals of incident reports, whereas dramatic
structure is not a core part of reporting and remediating a cyber security
incident.

There is a body of visualization research that focuses on how humans
tell a story that is augmented with data and visualization, such as news
reports that include (interactive) data visualizations. This style of
story visualization involves an authoring and editing process, and is
not merely a presentation of narrative (i.e. a series of facts given in
order, as defined above). Segel and Heer describe the design space of
visual storytelling in news media [26]. Their design space contains
three divisions of features, which they call genre, visual narrative, and
narrative structure. They further describe three structures of these news
media stories: Martini glass, interactive slideshow, and drill-down story.
Chen et al. [6] proposed a framework for bridging visual analytics
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and storytelling, and the researchers proposed recommendations for
designing tools to synthesize stories from data analysis. Hullman and
Diakopoulos [14] discuss how a visualization author’s design choices
can influence the audience’s interpretation of narrative visualizations.

Automatic text simplification and automatic text summarization are
two related processes within natural language processing to reduce the
size of text. The goal of simplification is to reduce linguistic complexity
and produce simpler prose [28], whereas the goal of summarization is to
reduce the size of a document but retain the important information [10].
There are two general approaches to summarization: extraction and
abstraction [10]. Extractive summarization extracts content from the
original document and joins the content to create a summary. In con-
trast, abstractive summarization creates a summary by generating novel
sentences about the document. The narrative summarization algorithm
proposed in this paper extracts the important entities from the data and
retains their relevant relationships, which makes the algorithm closer
in concept to extractive summarization than abstractive summarization.

Within visualization, several areas have developed a variety of sim-
plification and summarization techniques. One example of extractive
summarization is the creation of proxy graphs, which are smaller ver-
sions of large graphs derived through sampling, filtering, or structural
skeletons [25]. Communities can be used to generate summaries that
might be analogous to abstractive summarization [38]. Motif simplifi-
cation uses aggregation to replace common patterns of nodes and links
in node-link graph visualizations with glyphs, resulting in a more con-
cise visualization [8]. Event sequence simplification produces simpli-
fied event sequence visualizations by filtering, merging, and replacing
events to create an aggregated display [21]. These types of simplifica-
tions and summaries are useful for identifying high level patterns, but it
is unclear how they can be applied to summarize a narrative represented
by relational data, or how they can account for temporal occurrences
and relationships.

DataShot is a tool that extracts interesting facts from tabular data
and automatically generates an infographic from the facts [36]. These
facts can provide helpful summary statistics, but the infographics are
not designed to present narrative. More specifically relating to incident
reports, SumRe is visualization tool designed to summarize drug safety
incident reports [15]. It was designed for the purpose of comparing
incident reports about individual patients and finding similar incident
reports to collect evidence of a potential safety issue. This differs from
our use case, where our incident reports have many events about and
relationships between several different entities instead of a single entity.
Furthermore, SOC analysts are generally not comparing incident reports
in order to identify similarities, but instead are trying to determine the
level of severity and steps for remediation.

Gantt charts are a type of project schedule visualization developed
by Henry Gantt [22]. Gantt charts show a project schedule and the
duration of its tasks, or events, and the interdependencies between them.
The project schedule itself is graphical, where the vertices are tasks
and dependencies are edges. (Strictly speaking, this dependency graph
must form a directed acyclic graph, which is used by the Gantt chart
to topologically sort the graph to determine the positioning of tasks in
the visualization. This means Gantt charts must be modified to support
undirected or cyclical graphs.) Project schedules define additional data
such as the start date and duration of each task. A task in a schedule
is said to be critical if a delay in its finish date causes the project’s
finish date to also be delayed because of interdependencies between
tasks. The critical path is the longest sequence of tasks in the schedule
comprising only critical tasks. Studying the critical path helps reduce
project risk by identifying tasks that are most likely to delay the project.
In some sense the critical path is therefore an extractive summary of
the schedule’s most important tasks, but this type of summary relies on
the notion of delaying a project and so it does not immediately apply to
summarizing narratives.

Storylines are a type of visualization for analyzing entity timelines
and relationships between entities. The design of storylines are based
on movie narrative charts created by Randall Munroe [23]. Fig. 2
shows an example visualization illustrating the narrative of the Star
Wars original trilogy movies. These visualizations were likely cre-

ated by hand. Various researchers have extended the work on these
types of visualizations, for example by developing and improving auto-
matic layout algorithms [13, 17, 19, 29, 32, 35], developing authoring
tools [33, 34], and extending the capabilities and performance of sto-
rylines [1, 24]. Many of the example narratives from the cited works
show summaries of the original narratives instead of the full set of
characters and their interactions. For example, the visualization of the
Star Wars narrative (Fig. 2) excludes many entities (characters, ships,
planets, etc.) found in the movies: Grand Moff Tarkin, Uncle Owen,
Aunt Beru, Mon Mothma, the second Death Star (but not the first),
and the planet Tatooine (but not Hoth or Endor), among others. These
editorial decisions were likely an effort to help simplify the narrative
and make it more feasible to display the narrative of all three movies
together. However, none of the prior work addresses how to generate a
summary of these temporal entity relationship graphs in order to create
summarized storyline visualizations.

3 REPRESENTING LOGS AND INCIDENT REPORTS AS
GRAPHS

Incident reports are a type of document that describe potentially harm-
ful events that could affect the confidentiality, integrity, or availability
of a system. Incident reports often include semi-structured or structured
data from system or network logs that document what was affected,
when it was affected, and where and how the incident originated. Be-
cause incident reports contain these tables of data, we need to transform
the data into a format suitable for input into a visualization and summa-
rization tool.

Structured Threat Information Expression (STIX) [2] is a standard-
ized specification for communicating information about cyber secu-
rity threats. When stored in Extensible Markup Language (XML)
or JavaScript Object Notation (JSON), STIX is a widely supported
machine-readable format for storing, transmitting, and reading cyber
security threat information. Because many tools and vendors support
importing and exporting data using the STIX specification, the work
in this paper is engineered to read JSON-formatted STIX data using
version 2.1 of the STIX specification.

For visualization and summarization purposes, the data must include:

• Entities, which are the subjects and objects of narratives, such as
IP addresses, hosts, and user accounts.

• Relationships that describe associations between entities, such as
a user logging into a host. Relationships are typically directed,
where the source is acting on the target. The relationship type
can be used to describe the relationship, for example to indicate a
tactic, technique, or procedure (TTP) from the MITRE ATT&CK
Framework [31]. The framework is a matrix with 14 columns
(one column for each tactic). The columns are ordered so that
tactics that occur in later stages of an attack are farther to the right,
thus giving an order of severity.

• Timestamps are applied to entities and relationships to denote
when entities and relationships were observed in the data.

This information forms a temporal entity relationship graph, a type
of dynamic or temporal graph. The entities are the vertices and the
relationships are the edges. The timestamps and relationship types
provide additional data for visualization.

4 INCIDENT REPORT VISUALIZATION

We designed and developed an incident report visualization tool to
give SOC analysts a succinct view of the information contained in an
incident report. The system is built to read incident reports stored in
v2.1 of the STIX specification in the JSON format. Users can choose
an incident report to load from a database, or users can copy the data
and paste it into the visualization tool.

4.1 Design Goals
We designed the visualization with several design goals in mind, which
we believed important to analyzing incident reports based on our expe-
rience working with SOC analysts:
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Succinctness. Incident reports often contain relevant rows from
network log database tables, e.g. DNS, Zeek, or Kerberos logs. For
incident reports describing complex or long-running behavior, these
tables can span several pages; they provide great detail, but are not
succinct. Our goal is to represent this data more succinctly.

Consistency. Provide a consistent representation of the incident,
regardless what log type the data came from or which person or auto-
mated tool generated the incident report.

Activity progression. Show the progression of activity in the inci-
dent report to clearly identify the time periods each entity was involved
in the incident report.

Patterns. Show patterns that may be difficult to identify when the
data is displayed in a table, such as connected components of entities
related to each other. Other cyber security visualization tools have
shown the importance of this [12].

Learnability. Use familiar visual designs to help users learn it.

4.2 Visualization Design
When a user selects an incident report, the system processes the incident
report as a graph, where entities are vertices and relationships are
edges as described above. Next the system identifies all connected
components, identifies all timestamps associated with each entity, and
checks which (if any) relationship types map to the MITRE ATT&CK
framework.

At the top of the visualization is a timescale (Fig. 3A) that indicates
the first and last observed timestamps in the incident report.

Each entity is assigned a row in the visualization (Fig. 3B). The row
includes the entity name (such as the value of the IP address), an icon
representing the type of entity, a checkbox to select the entity, and a
horizontal gray bar (Fig. 3C) that indicates the duration of time when
activity was recorded for that entity. This design was chosen to meet
the goal of familiarity, so that the visual design would be similar to
Gantt charts and bar charts.

Entities are ordered first by connected component, which are ordered
by the earliest timestamp for any entity in the connected component.
Within connected components entities are ordered by entity type, where
IP addresses occur first, then hosts, then user accounts, then all other
entities. Within entity type, entities are ordered so that earlier entities
with longer durations are at the top. This type of consistent vertical
ordering aids understanding [1].

If there is a relationship that connects two entities, the system draws
a vertical line between the two entity rows (Fig. 3D). The system
places the vertical line to align with the timescale for the timestamp
when the relationship was logged. If the relationship represents a
TTP from the MITRE ATT&CK framework then it is colored using a
sequential color scale from yellow to orange to dark red [5] based on
how advanced the phase is in the attack lifecycle (see the relationships
in Fig. 1); otherwise the color is a dark gray. A legend at the top of the
visualization (Fig. 3E) maps colors to relationship types. This design
was chosen to be familiar to users who use Gantt charts, while also
aiding learnability by invoking the Gestalt principle of connectedness
to indicate relationships. Showing the relationships with the entity
durations is meant to address the activity progression goal while also
illustrating any temporal or relational patterns.

This visual design can provide a more succinct visual representation
of a story than a table because each entity is a row, whereas typically a
table has one row for each relationship or timestamp. This means that
incident reports with fewer entities than relationships or timestamps
will be longer than this incident report visualization.

Finally, because all incident reports are visualized this way, it pro-
vides a consistency to all incident reports, regardless of who or what
generated them.

4.3 Changes Due to User Feedback
We showed the visualization to our SOC analyst several times during
the development process, each time gathering feedback and changing
the visualization accordingly.

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6AB

C
D

E
UNSUMMARIZED DATA

Day 1 Day 2 Day 3 Day 4 Day 5 Day 6

SUMMARIZED DATA

Fig. 3. An anonymized incident report of a red team event. The top
visualization shows the unsummarized report, and the bottom shows a
summary generated with threshold t = 0.6.4



Initially, the system vertically ordered entities using a type of topo-
logical sort, so there was a relational and temporal order to the entities.
This had the benefit of reducing the number of connections that cross
entities. However, when getting feedback from a SOC analyst he said
that he preferred to see the IPs at the top, and then the hosts. This is
because he is typically more familiar with the network aspect of the
data (i.e. IPs and hosts) and the user account aspect.

An earlier version of the visualization used a categorical color scale
for the relationship colors because relationship types appear to be
nominal, but the SOC analyst suggested using a sequential color scale
because some TTPs are more concerning than others. This led us to
implement the sequential scale described above.

4.4 Alternative Designs
Fundamentally, the algorithm’s goal is to summarize the narrative in
dynamic, or temporal, graph data. The summary can then be visualized
in a variety of ways, using whatever method is suitable for the user and
their tasks. In other domains this visualization method could use tech-
niques like animation or small multiple to communicate the temporal
elements of the data. However, we pursued a different method that was
believed to be more suitable for our users and their tasks. In particular,
in our experience in this domain it is uncommon for SOC analysts to
use interactive visualizations due to the limited time analysts have to
analyze incident reports, and information about incident reports is often
shared via ticketing systems and presentations. Therefore we pursued a
visualization design where each entity is easily identifiable by name and
type, the precise times of entities and relationships is prominent, and
the visualization does not rely on interactions or animations in order to
reduce the learning curve and make it easy to share the visualization in
a variety of media.

Therefore we primarily considered two alternative types of visual-
izations to illustrate incident reports:

Storylines could show entity interactions over time, but they prob-
ably would not work well with the large number of relationships we
see in incident reports. This would likely cause large numbers of line
crossings, and therefore a visualization with reduced readability.

Gantt charts are designed to show directed acyclic graphs, but
the data in network logs and incident reports is not necessarily directed
nor acyclic. As discussed in Sect. 2, this makes it impossible to use the
standard Gantt chart sorting algorithm to order entities. Additionally,
Gantt charts have at most one relationship between a pair of tasks,
which always occurs between the end of one task and the beginning of
the other. But with incident report data these relationships can occur
at any point in the duration of an entity, and not necessarily at the
beginning or end of its duration.

5 SUMMARIZING INCIDENT REPORT NARRATIVE GRAPHS

Our data analysis goal is to summarize the narrative in order to reveal
the most important entities and sequences of events. Explicitly, the goal
is not to identify malicious activity within an incident report. By the
vary nature of an incident report, the activity is already believed to be
malicious or otherwise important. Instead our goal is to summarize the
narrative in the incident report to help situate analysts and to provide
an overview of the events and the entities involved. In our experience,
cyber security analysts often have little or no time to explore data, so
we believe it can be helpful to provide a summary of the incident report
narrative to help avoid spending unnecessary time analyzing incident
reports that may not turn out to be important. We discussed this with
our SOC analyst who confirmed that larger incident reports are difficult
to understand because of the amount of complex data they include.

We introduce a narrative summarization algorithm for temporal
entity relationship graphs, such as incident reports and story narratives.
The primary steps are:

1. Specify a summarization threshold t ∈ [0,1].

2. Calculate a set of scores for each entity e using several criteria,
and another set of scores for each connected component C using
another set of criteria.

3. Average the scores for each entity and for each component.

4. Remove entities whose average score or whose component’s aver-
age score is below the summarization threshold.

5. Remove all relationships where either the source or the target
entity was removed.

The criteria come from our thought that entities with large numbers
of relationships, that have TTPs from later stages of the attack lifecycle,
that frequently occur in the incident report, that have longer durations,
and that occur more recently in incident reports are likely to be more
important to analysts. Indeed, our conversation with the SOC analyst
confirmed this.

5.1 Entity Scores
We create a set of scores S(e) for each entity e in the set of entities E
using the criteria described below. Each criteria yields an associated
score for an entity, unless the score is undefined for the entity.

As a preprocessing step, we first identify all connected components,
i.e. all groups of entities (vertices) where a set of relationships (edges)
connect each pair of entities in the group. Additionally, for each con-
nected component we identify the entity with the earliest timestamp, the
entity with the latest timestamp. Then we conduct a depth-first search
to find all relationship paths from the earliest entity to the latest entity,
traversing children of each entity (vertex) from highest degree to lowest
degree. We consider this the core sequence of events (if a component
has only one entity then that entity is trivially the core sequence of
events for that component).

The first criteria is for entities in the core sequence of events that
belong to components with more than one entity. This criteria adds a
score of 1 to the entity’s set of scores S(e); no score is added for all
other entities.

If an entity is not in the core sequence of events and it has a confi-
dence score provided by an analyst or a severity scoring algorithm, then
this number is converted to a [0,1] scale where larger numbers indicate
higher importance. This number is added to the set S(e). No score is
added for all other entities.

Next, for a given connected component C, we induce subgraphs
from the set of entities that are not part of the core sequence of
events. Each connected component C′ in the induced subgraphs can
be thought of as a “branch” from the core sequence of events. We
calculate a variety of scores for the entities in C′. First, we calculate
latest timestamp in C′− earliest timestamp in C

duration of C and add it to S(e) for all e in C′.
Second, we calculate

latest timestamp in C′− earliest timestamp in C′
duration of the core sequence of events and add it

to S(e) for all e in C′. Third, we identify all relationship types that
are a tactic from the MITRE ATT&CK matrix, convert all tactics to
a normalized score by dividing their (zero-indexed) column number
n by 13, and add n/13 to S(e) for all e in C′. (Because the 14 tactic
columns in the MITRE ATT&CK matrix are ordered from least severe
to most severe, tactics with higher column numbers are more important
to SOC analysts.) Taken together, these criteria generate lower scores
for entities in branches that occur earlier in the incident report, are
shorter, and include TTPs from earlier stages in the attack lifecycle.

5.2 Component Scores
We also create a set of scores S(C) for each connected component
C using a set of criteria described below. Each criteria results in an
associated score for a component, unless the score is undefined for the
component.

The first criteria relates to the relative duration of the component.

We calculate this as the duration of C
the longest duration of all components and add it to the set

S(C).
The second criteria relates to the relative number of entities in the

component. We calculate this as the number of entities in C
the number of entities in the largest component

and add it to the set S(C).
The third criteria relates to the relative number of

relationships in the component. We calculate this as
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the number of relationships in C
the largest number of relationships in all components and add it to the set

S(C).
The fourth criteria relates to the relative number of

timestamps in the component. We calculate this as
the number of timestamps in C

the largest number of timestamps in all components and add it to the set

S(C).
The fifth criteria relates to the TTPs in the component. We cal-

culate this by identifying all relationship types in C that are a tac-
tic from the MITRE ATT&CK matrix and finding the largest zero-
indexed column number n for all the tactics. Then we calculate

the largest column number in C
the largest column number in all components and add it to the set S(C). (This

takes advantage of the fact that the 14 tactic columns in the MITRE
ATT&CK matrix are ordered from least severe to most severe, tactics
with higher column numbers are more important to SOC analysts.)

Together, these criteria measure the relative amount of activity oc-
curring in the entities in each component.

5.3 Removing Entities and Relationships
To generate the summary, the algorithm removes an entity e if

t > ∑
s∈S(e)

s
|S(e)| (1)

or

t > ∑
s∈S(C)

s
|S(C)| (2)

where t ∈ [0,1] is the summarization threshold.
However, there are a few cases where entities are not removed

regardless of scores or the summarization threshold:

• If the entity’s mean score ∑s∈S(e)
s

|S(e)| is the highest of all entities

in its component, and if the score of its component C has the
highest mean score ∑s∈S(C)

s
|S(C)| of all components then that

entity is never removed. This is to ensure that the summary
always has at least one entity.

• If the user specifies that entities selected in the visualization, or
entities connected to selected entities, should always be shown,
then those entities are never removed. Sect. 4.2 describes how to
select entities in the visualization.

6 SUMMARIZATION EVALUATION

This evaluation conducts a multi-dimensional analysis of the narrative
summarization algorithm on 15 automatically generated alerts from
two red team events conducted on an enterprise network. The alerts
are designed to mimic incident reports and present a thorough narrative
of detected malicious activity. Most alerts describe activity occurring
during a single day, but some alerts describe activity spanning many
days. Because these were generated during red team events we also
have ground truth of victim and attacker entities (IPs, hosts, users,
domains, etc.). Fig. 3 shows an anonymized screenshot of one of these
incident reports and a summary of it at the 0.6 threshold.

6.1 Size and Complexity
We can think of the number of entities in an incident report as its
size. The number of relationships can be a measure of incident re-
port complexity, since relationships add substantial detail and inter-
connectedness to incident reports.

Fig. 4 (top) shows the mean percent change in number of entities and
relationships in the 15 incident reports as we vary the summarization
threshold t. These change fairly smoothly and linearly, indicating that
the summarization algorithm tends to provide a continuum in its ability
to summarize narratives. At 1, the maximum summarization threshold,
we see that the mean numbers of both entities and relationships have
decreased by about 80%. This is a large reduction in the size and
complexity of the incident report.

Many of these incident reports contain a few dozen entities and
relationships, which means that we could expect the summarization

0.0 0.2 0.4 0.6 0.8 1.0

Summarization threshold

−60%

−40%

−20%

0%

20%

40%

M
ea

n 
pe

rc
en

t c
ha

ng
e Precision

F1

Recall

Mean percent change in relevancy 
of summarized incident reports

0.0 0.2 0.4 0.6 0.8 1.0

Summarization threshold

−80%

−60%

−40%

−20%

0%

M
ea

n 
pe

rc
en

t c
ha

ng
e

Relationships

Entities

Mean percent change in size of 
summarized incident reports

Fig. 4. Mean percent change in the number of entities and relationships
(top) and precision, recall, and F1 (bottom) on 15 real incident reports as
the summarization threshold varies from 0 to 1 (0 is no summarization,
and 1 is maximum summarization).

algorithm to reduce an incident report with 40 entities and 80 rela-
tionships to about 8 entities and 16 relationships. This is a substantial
reduction that could help analysts more easily understand a summary
of the incident.

We can also use binary search to automatically find a summary
closest to a desired size. For example, when briefing incidents to
others, we might wish to have the largest summary that will fit in the
presentation template. Using binary search we can test summarization
thresholds until we find a summary closest to the desired size.

6.2 Precision, Recall, and F1 Scores
We also evaluate the quality of the summaries produced by the sum-
marization algorithm. We can compare the entities in the incident
reports and the incident report summaries to the ground truth victim
and attacker entities from the red team exercises. With these ground
truth entity lists we can calculate the precision, recall, and F1 score
of the incident reports and the incident report summaries. Precision is
the fraction of incident report entities that are true victims or attackers.
Recall is the fraction of all victim and attacker entities contained in the
incident report. And F1 is 2

precision·recall
precision+recall , or equivalently the harmonic

mean of precision and recall.
Fig. 4 (bottom) shows the mean percent change in precision, recall,

and F1 in the 15 incident reports as we vary the summarization threshold
from 0 to 1. As we increase the amount of summarization, mean pre-
cision increases and peaks at a 41% increase over the un-summarized
incident reports. This indicates that on average the summarization
algorithm is removing false positives from the incident reports and
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improving their quality. Recall steadily decreases as we increase the
amount of summarization. This indicates that the summarization al-
gorithm is removing true positives in addition to false positives. That
is not necessarily bad, because we want a summarization algorithm
that will generate a concise summary even if some true positives are
removed. And this is counterbalanced by the increase in true positive
rate (precision).

After analyzing these results, we chose 0.6 as the default summa-
rization threshold. For the incident reports generated on this enterprise
network, 0.6 maximizes average precision without reducing recall or F1
to the degree seen at higher summarization thresholds. It also reduces
the number of entities by 56% and the number of relationships by 48%
on average. This produces a good balance between the quality of the
summary and the size of the summary. Users of the visualization tool
can choose a custom summarization threshold if they wish to see a
bigger or smaller summary.

One limitation is that these incident reports were generated by au-
tomated algorithms during red team exercises on a single network.
Because of the nature of this data, these results may not generalize to
other incident report generation processes on other networks.

6.3 Runtime
The incident reports from our network determine our scalability re-
quirements for the summarization algorithm and the incident report
visualization. The largest of these incident reports have more than 100
entities and about 600 relationships, which are extracted from tables
with 100–150 rows of network log snippets contained in the incident
reports. This determines the performance requirements for our use case.
As described below, the summarization algorithm runs in linear time
so we expect it to quickly summarize larger data, but the scalability of
the visualization has not been tested beyond the incident reports on our
network.

The preprocessing steps and summarization algorithm include many
steps: find all connected components, determining the core sequences
of events with depth-first searches, finding the earliest and latest times-
tamps, etc. All steps are linear time, and therefore the overall sum-
marization algorithm runs in O(|E|+ |R|), where |E| is the number of
entities and |R| is the number of relationships.

In practice, the largest incident report we tested had more than 100
entities and about 600 relationships. A commodity laptop ran the
summarization algorithm instantaneously on this incident report.

6.4 User Feedback
We made the incident report visualization and summarization tool avail-
able to the SOC analyst, who used it on his own without supervision,
direction, or a list of tasks. During this time he used it to analyze several
incident reports (less than 10). A few weeks later we requested he give
us feedback on the incident report visualization and the summarization
algorithm.

His comments were overall very positive. He liked the visualization
design, saying “I feel like I can look at this and get an understanding
of the key parts faster” compared to looking at the tables of data con-
tained in typical incident reports. Regarding the summarizations, he
commented “you’re going to save me a bunch of time” compared to
analyzing unsummarized incident reports.

He also had several suggestions for improvements. As described
earlier in this paper, he suggested using a sequential color scale, which
is what is shown in all the screenshots in this paper, and also ordering
the entities by entity type. He suggested showing information about
the underlying data source (e.g. Zeek [30]), but in our environment this
data is not included in the STIX data.

He also suggested modifying the time scale at the top of the visu-
alization to have three rows: The top row for the year, the next row
for the month, and the bottom row for the day and time. He found the
current timescale difficult to read and determine the day and month
to contextualize the data he is seeing. He also suggested using a 24-
hour time format in UTC time. The current timescale is the default
provided by D3.js [3]. We intend to implement this feedback in the
next version of the visualization. These comments may be useful to

Fig. 5. A summary of the character interaction network from Les
Misérables [16] visualized in the incident report visualization. The sum-
marization threshold was set to 1 (maximum summarization). This sum-
mary reduces the number of characters from 80 to 19 and includes
essentially all major characters.

the broader community of visualization designers who are considering
using timescales in their own visualizations.

7 GENERALIZATION TO OTHER DOMAINS

To demonstrate that the summarization algorithm can be applied to
other domains, we use the algorithm to summarize the character in-
teraction graph of Les Misérables [16]. Although the summarization
algorithm includes some criteria that are specific to cyber security, such
as criteria related to TTPs, the summarization algorithm simply ignores
any criteria that do not apply to a given data set. This characteristic
lends the summarization algorithm to applications in other domains.

For Les Misérables, character interactions are recorded per chapter,
and interactions are converted to relationships where chapter num-
bers are converted to relative timestamps. There are no confidence
levels associated with the entities, and all the relationship types are
interacts-with, so no confidence nor TTP information is used by
the summarization algorithm.

Fig. 5 shows a visualization of the summarized narrative of the
character interaction graph. The summarization threshold is set to 1, the
maximum summarization. This reduces the number of characters from
80 to 19. The summary includes essentially all the major characters,
although there are a few apparently minor characters included as well.

To assess the quality of this summary we can compare the char-
acters in this automatically generated summary to the characters in
human-generated summaries. We identified the 13 characters directly
mentioned in the CliffsNotes book summary [20], the 15 characters di-
rectly mentioned in the SparkNotes [9] plot overview, and the 12 “major”
characters listed in the Wikipedia article [37] on Les Misérables. We
also note that both CliffsNotes and SparkNotes reference the “Friends
of the ABC,” which is a group of revolutionary students in the book. If
we consider this to be a reference to all the members of the group, then
the CliffsNotes book includes 20 characters and the SparkNotes plot
overview includes 22 characters.

In comparison to the human-generated summaries, our automatic
summary is a similar size; it has 19 characters, whereas the human-
generated summaries range from 12 to 22 characters. Table 1 shows
the characters included in each summary.

To measure the similarity of these summaries, we calculate the
inter-rater reliability of these character lists using Cohen’s kappa co-
efficient [7] between each pair of summaries, shown in Table 2. The
maximum possible is 1, which represents perfect agreement. Kappa
ranges 0.60 to 0.87 between the human-generated summaries, and from
0.54 to 0.71 between the automatic summary and the human-generated
summaries. We can interpret these results using the guidelines from
Landis and Koch [18]: the human-generated summaries have substan-
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Table 1. The 24 characters contained in each of the six summaries of
Les Misérables. The other 66 characters were not included in any sum-
mary and are omitted from this table. Both SparkNotes and CliffNotes
reference the character group Friends of the ABC, and the rightmost two
columns consider this to be a reference to all the characters in that group
and therefore includes all of those characters.
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Azelma x x

Felix Tholomyes x x x

Gavroche x x x x

Grantaire x x x

Fauchelevent x x

Colonel Pontmercy x x x x

M Gillenormand x x x x

Javert x x x x x x

Cosette x x x x x x

Enjolras x x x x x x

Eponine x x x x x x

Fantine x x x x x x

M Thenardier x x x x x x

Marius Pontmercy x x x x x x

Mme Thenardier x x x x x x

Myriel x x x x x x

Valjean x x x x x x

Bahorel x x x

Bossuet (Lesgle) x x x

Combeferre x x x

Courfeyrac x x x

Jean Prouvaire x x x

Joly x x x

M Mabeuf x
Mlle Baptistine x

Napoleon x

tial (0.6–0.8) to near perfect (0.8–0.99) agreement with each other, and
the automatically generated summary has moderate (0.4–0.6) agree-
ment with CliffNotes (excluding the Friends of the ABC characters)
and substantial agreement (0.6–0.8) agreement with the other human-
generated summaries.

We interpret these results as a positive outcome. The agreement be-
tween the automatically generated summary and the human-generated
summaries is not too much lower than the agreement between the
human-generated summaries. This difference can be explained be-
cause it is expected that human-generated summaries derived from
all the detail in the entire book would differ from an automatically
generated summary that was created using only a character interac-
tion graph. Additional information and scoring criteria could im-
prove the agreement between the automatically generated summary and
the human-generated summaries. For example, we could replace the
interacts-with relationship type with more descriptive relationship
types such as talks-to or attacks. These new relationship types
would have an implicit order of importance analogous to the tactic
ordering in the MITRE ATT&CK framework.

From this analysis we believe this summarization algorithm has
potential to generate narrative summaries suitable for storyline visual-
izations, such as that seen in Munroe’s original movie narrative chart
in Fig. 2.

8 CONCLUSION

This paper presented a new incident report visualization tool. Because
incident reports can include lengthy cyber security logs, we also devel-
oped and presented an algorithm to summarize the narrative in cyber

Table 2. Cohen’s kappa inter-rater reliability between the characters
contained in six summaries of Les Misérables.
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SparkNotes 0.83 0.78 0.63 0.76 0.60

CliffsNotes 0.83 0.76 0.54 0.61 0.74

Wikipedia 0.78 0.76 0.64 0.64 0.62

Automatic 0.63 0.54 0.64 0.71 0.63
SparkNotes with ABC 0.76 0.61 0.64 0.71 0.87

CliffsNotes with ABC 0.60 0.74 0.62 0.63 0.87

security logs and incident reports. The evaluation shows that the sum-
maries can increase the incident report quality by improving precision
and increase usefulness by reducing the incident report size and com-
plexity. A SOC analyst was very excited about the tool and viewed it
as a way to save time.

We also show the summarization algorithm’s ability to generalize
to other domains by using it to summarize a dynamic graph of the
narrative from Les Misérables. This reduced the size of the graph by
76% while obtaining substantial agreement between its characters and
the characters in human-generated summaries. Therefore we believe
this algorithm has the potential to summarize narratives for use in other
narrative visualizations like storylines.

Future work should examine how to extend the summarization algo-
rithm to also summarize events and relationships. The version presented
here focuses on reducing the number of less important entities in the
narrative, and only removes a relationship if it is connected to an entity
that was removed. This reduces the size and complexity of the narrative
graph, but it may be possible to identify less important relationships and
remove them to further reduce the complexity and number of events in
the summarized narrative.
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